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ISO (the International Organization for Standardization) and IEC (the International Electrotechnical Commission)
form the specialized system for worldwide standardization. National bodies that are members of ISO or IEC
participate in the development of International Standards through technical committees established by the
respective organization to deal with particular fields of technical activity. ISO and IEC technical committees
collaborate in fields of mutual interest. Other international organizations, governmental and non-governmental, in
liaison with ISO and IEC, also take part in the work.
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Introduction

Purpose

This part of ISO/IEC 14496 was developed in response to the growing need for a coding method that can facilitate
access to visual objects in natural and synthetic moving pictures and associated natural or synthetic sound for
various applications such as digital storage media, internet, various forms of wired or wireless communication etc.
The use of ISO/IEC 14496 means that motion video can be manipulated as a form of computer data and can be
stored on various storage media, transmitted and received over existing and future networks and distributed on
existing and future broadcast channels.

Applicatio

=)

The applicgtions of ISO/IEC 14496 cover, but are not limited to, such areas as listed below:

IMM Internet Multimedia

VG Interactive Video Games
IPC Interpersonal Communications (videoconferencing, videophone;’etc.)

ISIM Interactive Storage Media (optical disks, etc.)
MMM  Multimedia Mailing
NDB  Networked Database Services (via ATM, etc.)
RBS Remote Emergency Systems
RVYS Remote Video Surveillance
WMM  Wireless Multimedia

Profiles and levels

ISO/IEC 14496 is intended to be ‘generic in the sense that it serves a wide range of applications, bitrates,
resolutiong, qualities and services. Furthermore, it allows a number of modes of coding of both natural|and synthetic
video in a manner facilitating"access to individual objects in images or video, referred to as content ased access.
Applications should cover,(among other things, digital storage media, content based image and vidgo databases,
internet video, interpersonal video communications, wireless video etc. In the course of creating ISP/IEC 14496,
various requirementsifrom typical applications have been considered, necessary algorithmic elements have been
developed| and they-have been integrated into a single syntax. Hence ISO/IEC 14496 will facilitate |the bitstream
interchange among different applications.

This part HSOHEC14496-includes-one-ermore—complete-decoding-algerithmsaswellasa-set-ef-decoding tools.
Moreover, the various tools of this part of ISO/IEC 14496 as well as that derived from ISO/IEC 13818-2 can be
combined to form other decoding algorithms. Considering the practicality of implementing the full syntax of ISO/IEC

14496-2, however, a limited number of subsets of the syntax are also stipulated by means of “profile” and “level”.

A “profile” is a defined subset of the entire bitstream syntax that is defined by this part of ISO/IEC 14496. Within the
bounds imposed by the syntax of a given profile it is still possible to require a very large variation in the performance
of encoders and decoders depending upon the values taken by parameters in the bitstream.

In order to deal with this problem “levels” are defined within each profile. A level is a defined set of constraints

imposed on parameters in the bitstream. These constraints may be simple limits on numbers. Alternatively they
may take the form of constraints on arithmetic combinations of the parameters.

Xi
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Object based coding syntax
Video object

A video object in a scene is an entity that a user is allowed to access (seek, browse) and manipulate (cut and
paste). The instances of video objects at a given time are called video object planes (VOPSs). The encoding process
generates a coded representation of a VOP as well as composition information necessary for display. Further, at
the decoder, a user may interact with and modify the composition process as needed.

The full syntax allows coding of rectangular as well as arbitrarily shaped video objects in a scene. Furthermore, the
syntax supports both nonscalable coding and scalable coding. Thus it becomes possible to handle normal
scalabilities as well as object based scalabilities. The scalability syntax enables the reconstruction of useful video
from pieces of a total bitstream. This is achieved by structuring the total bitstream in two or more layers, starting

from a standmwmmmmmeﬁhﬁww using a
non-scalable [syntax, or in the case of picture based coding, even using a syntax of a different,widleo coding

standard.

To ensure th¢ ability to access individual objects, it is necessary to achieve a coded representation of ifs shape. A
natural video|object consists of a sequence of 2D representations (at different points in fime) referred|to here as
VOPs. For efficient coding of VOPs, both temporal redundancies as well as spatial redundancies are explpited. Thus
a coded reprgsentation of a VOP includes representation of its shape, its motion and its texture.

Face object

A 3D (or 200) face object is a representation of the human face that“is structured for portraying|the visual
manifestations of speech and facial expressions adequate to achieve visual speech intelligibility and the fecognition
of the mood gf the speaker. A face object is animated by a stream of face animation parameters (FAP) gncoded for
low-bandwidth transmission in broadcast (one-to-many) or dedicated interactive (point-to-point) comnjunications.
The FAPs manipulate key feature control points in a mesh model of the face to produce animated visemes for the
mouth (lips, tpngue, teeth), as well as animation of the head and facial features like the eyes. FAPs arg quantized
with careful cpnsideration for the limited movements of facial features, and then prediction errors are calqulated and
coded arithmgtically. The remote manipulation of a face”’ model in a terminal with FAPs can accomplish lifelike
visual sceneg of the speaker in real-time without sending pictorial or video details of face imagery every frame.

A simple streaming connection can be made to-a decoding terminal that animates a default face mod¢l. A more

(FDP) from the encoder. Thus specific background images, facial textures, and head geometry can be portrayed.
The composifion of specific backgrounds,-face 2D/3D meshes, texture attribution of the mesh, etc. is described in
ISO/IEC 14496-1. The FAP stream for-a given user can be generated at the user’s terminal from viddo/audio, or
from text-to-s
DCT coding provides further compression efficiency in exchange for delay. Using the facilities of ISO/IE[C 14496-1,
a composition of the animated_face model and synchronized, coded speech audio (low-bitrate speech coger or text-
to-speech) can provide an-integrated low-bandwidth audio/visual speaker for broadcast applications orf interactive
conversation,

Limited scalapilityis supported Face animation achieves its efficiency by employing very concise motion animation
controls in the
normative mad Motdels-storedand-dpdated-forrendering-in-theterminatcanbe simple or
complex. To support speech mtelligibility, the normative speC|f|cat|on of FAPs intends for their selective or complete
use as signaled by the encoder. A masking scheme provides for selective transmission of FAPs according to what
parts of the face are naturally active from moment to moment. A further control in the FAP stream allows face
animation to be suspended while leaving face features in the terminal in a defined quiescent state for higher overall
efficiency during multi-point connections.

The Face Animation specification is defined in ISO/IEC 14496-1 and this part of ISO/IEC 14496. This clause is
intended to facilitate finding various parts of specification. As a rule of thumb, FAP specification is found in the part
2, and FDP specification in the part 1. However, this is not a strict rule. For an overview of FAPs and their
interpretation, read subclauses “6.1.5.2 Facial animation parameter set”, “6.1.5.3 Facial animation parameter units”,
“6.1.5.4 Description of a neutral face” as well as the Table C-1. The viseme parameter is documented in subclause
“7.12.3 Decoding of the viseme parameter fap 1" and the Table C-5 in annex C. The expression parameter is

Xii
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documented in subclause “7.12.4 Decoding of the expression parameter fap 2” and the Table C-3. FAP bitstream
syntax is found in subclauses “6.2.10 Face Object”, semantics in “6.3.10 Face Object”, and subclause “7.12 Face
object decoding” explains in more detail the FAP decoding process. FAP masking and interpolation is explained in
subclauses “6.3.11.1 Face Object Plane”, “7.12.1.1 Decoding of faps”, “7.12.5 Fap masking”. The FIT interpolation
scheme is documented in subclause “7.2.5.3.2.4 FIT” of ISO/IEC 14496-1. The FDPs and their interpretation are
documented in subclause “7.2.5.3.2.6 FDP” of ISO/IEC 14496-1. In particular, the FDP feature points are
documented in the Figure C-1.

Mesh object

A 2D mesh object is a representation of a 2D deformable geometric shape, with which synthetic video objects may
be created during a composition process at the decoder, by spatially piece-wise warping of existing video object
planes or still texture objects The mstances of mesh objects at a given time are called mesh object planes (mops).
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In natural video scenes, VOPs are generated by segmentation of the scene according to some semantic meaning.
For such scenes, the shape information is thus binary (binary shape). Shape information is also referred to as alpha
plane. The binary alpha plane is coded on a macroblock basis by a coder which uses the context information,
motion compensation and arithmetic coding.

For coding of shape of a VOP, a bounding rectangle is first created and is extended to multiples of 16x16 blocks

with extended alpha samples set to zero. Shape coding is then initiated on a 16x16 block basis; these blocks are
also referred to as binary alpha blocks.
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Motion representation - macroblocks

The choice of 16x16 blocks (referred to as macroblocks) for the motion-compensation unit is a result of the trade-off
between the coding gain provided by using motion information and the overhead needed to represent it. Each
macroblock can further be subdivided to 8x8 blocks for motion estimation and compensation depending on the
overhead that can be afforded.

Depending on the type of the macroblock, motion vector information and other side information is encoded with the
compressed prediction error in each macroblock. The motion vectors are differenced with respect to a prediction
value and coded using variable length codes. The maximum length of the motion vectors allowed is decided at the
encoder. It is the responsibility of the encoder to calculate appropriate motion vectors. The specification does not
specify how this should be done.
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O/IEC 14496 currently supports the 4:2:0 chrominance format.
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different formp of scalabilities that address non-overlapping applications with corresponding complexities.

The basic scalability tools offered are temporal scalability and spatial scalability. Moreover, combinations of these
basic scalabiljty.teols are also supported and are referred to as hybrid scalability. In the case of basic scajability, two
layers of video referred to as the lower layer and the enhancement layer are allowed, whereas in hybrid scalability
up to four layers are supported.

Object based Temporal scalability

Temporal scalability is a tool intended for use in a range of diverse video applications from video databases, internet
video, wireless video and multiview/stereoscopic coding of video. Furthermore, it may also provide a migration path
from current lower temporal resolution video systems to higher temporal resolution systems of the future.

Temporal scalability involves partitioning of VOPSs into layers, where the lower layer is coded by itself to provide the
basic temporal rate and the enhancement layer is coded with temporal prediction with respect to the lower layer.
These layers when decoded and temporally multiplexed yield full temporal resolution. The lower temporal resolution
systems may only decode the lower layer to provide basic temporal resolution whereas enhanced systems of the
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future may support both layers. Furthermore, temporal scalability has use in bandwidth constrained networked
applications where adaptation to frequent changes in allowed throughput are necessary. An additional advantage of
temporal scalability is its ability to provide resilience to transmission errors as the more important data of the lower
layer can be sent over a channel with better error performance, whereas the less critical enhancement layer can be
sent over a channel with poor error performance. Object based temporal scalability can also be employed to allow
graceful control of picture quality by controlling the temporal rate of each video object under the constraint of a given
bit-budget.

Spatial scalability

Spatial scalability is a tool intended for use in video applications involving multi quality video services, video
database browsing, internet video and wireless video, i.e., video systems with the primary common feature that a
minimum of two layers of spatial resolution are necessary. Spatial scalability involves generating two spatial
resolution yt f f f f yide the basic
spatial resplution and the enhancement layer employs the spatially interpolated lower layer and-¢prries the full
spatial resglution of the input video source.

An additiopal advantage of spatial scalability is its ability to provide resilience to transmission errord as the more
important data of the lower layer can be sent over a channel with better error performance;-whereas tle less critical
enhancement layer data can be sent over a channel with poor error performanee/*Further, it can also allow
interoperalpility between various standards.

Hybrid scalability

There are p number of applications where neither the temporal scalability’nor the spatial scalability |may offer the
necessary [flexibility and control. This may necessitate use of temporal.and spatial scalability simultarfeously and is
referred tolas the hybrid scalability. Among the applications of hybrid’scalability are wireless video, internet video,
multiviewpgint/stereoscopic coding etc.

Error Resilience

This part pf ISO/IEC 14496 provides error robustness and resilience to allow accessing of impge or video
informatior] over a wide range of storage and transmission media. The error resilience tools developed for this part
of ISO/IEG 14496 can be divided into three.major categories. These categories include synchropization, data
recovery, and error concealment. It should be-noted that these categories are not unique to this pgrt of ISO/IEC
14496, and have been used elsewhere in general research in this area. It is, however, the tools contained in these
categories|that are of interest, and where:this part of ISO/IEC 14496 makes its contribution to the prgblem of error
resilience.

Patents
The Interngtional Organization for Standarization (ISO) and International Electrotechnical Commissign (IEC) draw
attention tq the fact that.it\is claimed that compliance with this part of ISO/IEC 14496 may involve the Use of patents
concerning the coded\representation of picture information given in Annex H.

ISO and IHC take 1o position concerning the evidence, validity and scope of these patent rights.

The holdeks—oaf-these patent rlghfe have assured 1SQ and IEC that fhn\}/ are \I\Illllhg to negotiate licences under

reasonable and non-discriminatory terms and conditions with applicants throughout the world. In this respect, the
statements of the holders of these patent rights are registered with ISO and IEC. Information may be obtained from
the patent offices of the organizations listed in Annex H.

Attention is drawn to the possibility that some of the elements of this part of ISO/IEC 14496 may be the subject of

patent rights other than those identified above. ISO and IEC shall not be held responsible for identifying any or all
such patent rights.
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Information technology — Coding of audio-visual objects —

Part 2:

1 Scope

Visual

This part of ISO/IEC 14496 specifies the coded representation of picture information in the form of natural or
synthetic visual objects like video sequences of rectangular or arbitrarily shaped pictures, moving 2D meshes,
animated 3D face models and texture for synthetic objects. The coded representation allows for content based
access for digital storage media, digital video communication and other applications. ISO/IEC 14496 specifies also
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D/IEC 11172-1:1993, Information teehnology — Coding of moving pictures and associated audio for

D/IEC 11172-2:1993, Information technology — Coding of moving pictures and associated audio for

D/IEC 11172-3:1993;.\Information technology — Coding of moving pictures and associated audio for

eneric coding
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information — Part 3: Audio.

ISO/IEC 13818-3:1998, Information technology — Generic coding of moving pictures and associated audio

Recommendations and reports of the CCIR, 1990 XVIith Plenary Assembly, Dusseldorf, 1990 Volume XI -

Part 1 Broadcasting Service (Television) Recommendation ITU-R BT.601-3, Encoding parameters of digital
television for studios.

CCIR Volume X and XI Part 3 Recommendation ITU-R BR.648, Recording of audio signals.

fixed receivers in the range 500 - 3000Mhz.

CCIR Volume X and XI Part 3 Report ITU-R 955-2, Satellite sound broadcasting to vehicular, portable and
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IEEE
Std 1

Standard Specifications for the Implementations of 8 by 8 Inverse Discrete Cosine Transform, IEEE

180-1990, December 6, 1990.

IEC Publication 908:1987, CD Digital Audio System.

IEC Publication 461:1986, Time and control code for video tape recorder.

ITU-T Recommendation H.261 (Formerly CCITT Recommendation H.261), Codec for audiovisual services

at px64 kbit/s.

ITU-T Recommendation H.263, Video Coding for Low Bitrate Communication.

© ISO/IEC

3 Definition

3.1 C coefficient: Any DCT coefficient for which the frequency in one or both dimensions-is ngn-zero.

3.2 -VOP; bidirectionally predictive-coded video object plane (VOP): A VOPthat is cpded using

otion compensated prediction from past and/or future reference VOPs.

3.3 ackward compatibility: A newer coding standard is backward compatible with an older coding

andard if decoders designed to operate with the older coding standard-are able to continug to operate
decoding all or part of a bitstream produced according to the newer*Coding standard.

3.4 ackward motion vector: A motion vector that is used for métien compensation from a refefence VOP

a later time in display order.

3.5 ackward prediction: Prediction from the future reference VOP.

3.6 ase layer: An independently decodable layer 6f.a scalable hierarchy.

3.7 inary alpha block: A block of size 16x16 pels, colocated with macroblock, representing shape
imformation of the binary alpha map; it is:also referred to as a bab.

3.8 hinary alpha map: A 2D binaryask used to represent the shape of a video object such that the
pixels that are opaque are considered as part of the object where as pixels that are transparent are not
cpnsidered to be part of the.object.

3.9 bitstream; stream: An ordered series of bits that forms the coded representation of the data.

3.10 bitrate: The raté at'which the coded bitstream is delivered from the storage medium or network to the
imput of a deceder.

3.11 pblock: <An/ 8-row by 8-column matrix of samples, or 64 DCT coefficients (source, quantised or

3.12

3.13 byte: Sequence of 8-bits.

3.14 context based arithmetic encoding: The method used for coding of binary shape; it is also referred
to as cae.

3.15 channel: A digital medium or a network that stores or transports a bitstream constructed according to
ISO/IEC 14496.

3.16 chrominance format: Defines the number of chrominance blocks in a macroblock.
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3.17

3.18
3.19
3.20
3.21

3.22

ISO/IEC 14496-2:1999(E)

chrominance component: A matrix, block or single sample representing one of the two colour

difference signals related to the primary colours in the manner defined in the bitstream.
used for the chrominance signals are Cr and Cb.

coded B-VOP: A B-VOP that is coded.
coded VOP: A coded VOP is a coded I-VOP, a coded P-VOP or a coded B-VOP.
coded I-VOP: An I-VOP that is coded.

coded P-VOP: A P-VOP that is coded.

The symbols

coded video bitstream: A coded representation of a series of one or more VOPs as defined in this

3.23

3.24

3.25

3.26

3.27

3.28

3.29

3.30

3.31

3.32

3.33

3.34

3.35

3.36

part of ISO/IEC 14496.
coded representation: A data element as represented in its encoded form.

coding parameters: The set of user-definable parameters that characterisé@ coded vig
Bitstreams are characterised by coding parameters. Decoders are characterised by the b
they are capable of decoding.

eo bitstream.
jtstreams that

component: A matrix, block or single sample from one of the«three matrices (lumingance and two

chrominance) that make up a picture.

composition process: The (non-normative) process by which reconstructed VOPs are G
a scene and displayed.

compression: Reduction in the number of bits used to represent an item of data.
constant bitrate coded video: A coded video bitstream with a constant bitrate.
constant bitrate: Operation where the\bitrate is constant from start to finish of the coded
conversion ratio: The size conversion ratio for the purpose of rate control of shape.
data element: An item of data as represented before encoding and after decoding.

DC coefficient: The DCT coefficient for which the frequency is zero in both dimensions.
DCT coefficient:_The amplitude of a specific cosine basis function.

decoder igput buffer: The first-in first-out (FIFO) buffer specified in the video buffering v

decader’ An embodiment of a decoding process.

omposed into

Ditstream.

Brifier.

order is not

décoding order: The order in which the VOPs are transmitted and decoded. Thig

3.37

3.38

3.39

3.40

necessarily the same as the display order.

decoding (process): The process defined in this part of ISO/IEC 14496 that reads an input coded

bitstream and produces decoded VOPs or audio samples.

dequantisation: The process of rescaling the quantised DCT coefficients after their representation in

the bitstream has been decoded and before they are presented to the inverse DCT.

digital storage media; DSM: A digital storage or transmission device or system.

discrete cosine transform; DCT: Either the forward discrete cosine transform or the inverse discrete
cosine transform. The DCT is an invertible, discrete orthogonal transformation. The inverse DCT is

defined in annex A.
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3.41

3.42

3.43

3.44

3.45

3.46

3.47

3.48

3.49

3.50

3.51

3.52

3.53

3.54

3.55
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display order: The order in which the decoded pictures are displayed. Normally this is the same order
in which they were presented at the input of the encoder.

editing: The process by which one or more coded bitstreams are manipulated to produce a new coded
bitstream. Conforming edited bitstreams must meet the requirements defined in this part of ISO/IEC
14496.

encoder: An embodiment of an encoding process.

encoding (process): A process, not specified in this part of ISO/IEC 14496, that reads a stream of
input pictures or audio samples and produces a valid coded bitstream as defined in this part of ISO/IEC
14496.

nhancement layer: A relative reference to a layer (above the base layer) in a scalable hierarchy. For
Il forms of scalability, its decoding process can be described by reference to the lower.laygr decoding
rocess and the appropriate additional decoding process for the enhancement layer itself.

face animation parameter units, FAPU: Special normalized units (e.g. translational, angujar, logical)
fined to allow interpretation of FAPs with any facial model in a consistentyway to produce feasonable
results in expressions and speech pronunciation.

face animation parameters, FAP: Coded streaming animationparameters that manjpulate the
isplacements and angles of face features, and that govern_the blending of visemeq and face
pressions during speech.

ce animation table, FAT: A downloadable function_mapping from incoming FAPs to feafure control
ints in the face mesh that provides piecewise linear weightings of the FAPs for contfolling face
ovements.

ce calibration mesh: Definition of a 3D mesh for calibration of the shape and structure of| a baseline
ce model.

ce definition parameters, FDP: . \Downloadable data to customize a baseline face mgdel in the
coder to a particular face, orst6)download a face model along with the information abput how to

nimate it. The FDPs are normally transmitted once per session, followed by a stream of ¢
APs. FDPs may include feature points for calibrating a baseline face, face texture and cod
ap it onto the face, animation tables, etc.

face feature control) point: A normative vertex point in a set of such points that define
locations within face features for control by FAPs and that allow for calibration of the sh
baseline face,

—h

hce interpolation transform, FIT: A downloadable node type defined in ISO/IEC 14496-1
apping of incoming FAPs to FAPs before their application to feature points, through weigh

bmpressed
rdinates to

the critical
ape of the

or optional
ed rational

lynomial functions, for complex cross-coupling of standard FAPs to link their effects into

custom or

proprietary face models.

face model mesh: A 2D or 3D contiguous geometric mesh defined by vertices and planar polygons
utilizing the vertex coordinates, suitable for rendering with photometric attributes (e.g. texture, color,
normals).

feathering: A tool that tapers the values around edges of binary alpha mask for composition with the
background.

flag: A one bit integer variable which may take one of only two values (zero and one).
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3.56 forbidden: The term “forbidden” when used in the clauses defining the coded bitstream indicates that
the value shall never be used. This is usually to avoid emulation of start codes.

3.57 forced updating: The process by which macroblocks are intra-coded from time-to-time to ensure that
mismatch errors between the inverse DCT processes in encoders and decoders cannot build up
excessively.

3.58 forward compatibility: A newer coding standard is forward compatible with an older coding standard if

decoders designed to operate with the newer coding standard are able to decode bitstreams of the
older coding standard.

3.59 forward motion vector: A motion vector that is used for motion compensation from a reference frame
VOP at an earlier time in display order

3.60 forward prediction: Prediction from the past reference VOP.

3.61 frame: A frame contains lines of spatial information of a video signal. For progressive vidgo, these lines
contain samples starting from one time instant and continuing through successive lines to|the bottom of
the frame.

3.62 frame period: The reciprocal of the frame rate.

3.63 frame rate: The rate at which frames are be output from the composition process.

3.64 future reference VOP: A future reference VOP is a reference VOP that occurs at a later|time than the

current VOP in display order.

3.65 VOP reordering: The process of reordering.the reconstructed VOPs when the decqding order is
different from the composition order for display.)VOP reordering occurs when B-VOPs arg present in a
bitstream. There is no VOP reordering whem,decoding low delay bitstreams.

3.66 hybrid scalability: Hybrid scalability-iS‘the combination of two (or more) types of scalabiljty.

3.67 interlace: The property of conventional television frames where alternating lines of the frdgme represent
different instances in time. JIn an interlaced frame, one of the field is meant to be displayed first. This
field is called the first field.~The first field can be the top field or the bottom field of the frame.

3.68 I-VOP; intra-coded«/OP: A VOP coded using information only from itself.

3.69 intra coding: (Coding of a macroblock or VOP that uses information only from that macroljlock or VOP.
3.70 intra shapecoding: Shape coding that does not use any temporal prediction.

3.71 inter'shape coding: Shape coding that uses temporal prediction.

3.72 [evel- A defined set of constraints on the values which may he taken hy the parameters|of this part of

ISO/IEC 14496 within a particular profile. A profile may contain one or more levels. In a different
context, level is the absolute value of a non-zero coefficient (see “run”).

3.73 layer: In a scalable hierarchy denotes one out of the ordered set of bitstreams and (the result of) its
associated decoding process.

3.74 layered bitstream: A single bitstream associated to a specific layer (always used in conjunction with
layer qualifiers, e. g. “enhancement layer bitstream”).

3.75 lower layer: A relative reference to the layer immediately below a given enhancement layer (implicitly
including decoding of all layers below this enhancement layer).
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3.76

3.77

3.78

3.79

3.80

3.81

3.82

3.83

3.84

3.85

3.86

3.87

3.88

3.89

3.90

3.91

3.92

3.93

3.94

luminance component: A matrix, block or single sample representing a monochrome representation
of the signal and related to the primary colours in the manner defined in the bitstream. The symbol
used for luminance is Y.

Mbit: 1 000 000 bits.

macroblock: The four 8x8 blocks of luminance data and the two (for 4:2:0 chrominance format)
corresponding 8x8 blocks of chrominance data coming from a 16x16 section of the luminance
component of the picture. Macroblock is sometimes used to refer to the sample data and sometimes to
the coded representation of the sample values and other data elements defined in the macroblock
header of the syntax defined in this part of ISO/IEC 14496. The usage is clear from the context.

jangular mesh refe 0 a planar graph which tessellates a video object plane into
tliangular patches. The vertices of the triangular mesh elements are referred to as node\points. The
raight-line segments between node points are referred to as edges. Two triangles areyadjacent if they
are a common edge.

esh geometry: The spatial locations of the node points and the triangular structure of a mgsh.

esh motion: The temporal displacements of the node points of a mesh)frem one time insthnce to the
Xt.

otion compensation: The use of motion vectors to improve the-efficiency of the predictiof of sample
values. The prediction uses motion vectors to provide offsetsyinto the past and/or futurg reference
OPs containing previously decoded sample values that are ‘used to form the prediction erroi.

motion estimation: The process of estimating motion/vectors during the encoding process.

rl:otion vector: A two-dimensional vector used for motion compensation that provides an |offset from
the coordinate position in the current picture or_field to the coordinates in a reference VOP.

motion vector for shape: A motion vector used for motion compensation of shape.

on-intra coding: Coding of a macroblock or a VOP that uses information both from itself and from
acroblocks and VOPs occurring‘at’'other times.

paque macroblock: A macroblock with shape mask of all 255’s.

-VOP; predictive-ceded VOP: A picture that is coded using motion compensated predictipn from the
st VOP.

arameter: Awariable within the syntax of this part of ISO/IEC 14496 which may take one of a range of
lues. Arvariable which can take one of only two values is called a flag.

ast reference picture: A past reference VOP is a reference VOP that occurs at an earligr time than
tihescdrrent VOP in composition order.

picture: Source, coded or reconstructed image data. A source or reconstructed picture consists of
three rectangular matrices of 8-bit numbers representing the luminance and two chrominance signals. A
“coded VOP” was defined earlier. For progressive video, a picture is identical to a frame.

prediction: The use of a predictor to provide an estimate of the sample value or data element currently
being decoded.

prediction error: The difference between the actual value of a sample or data element and its
predictor.

predictor: A linear combination of previously decoded sample values or data elements.
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3.95

3.96

3.97

3.98

3.99

3.100

3.101

3.102

3.103

3.104

3.105

3.106

3.107

3.108

3.109

3.110

3.111

3.112

3.113

3.114

ISO/IEC 14496-2:1999(E)

profile: A subset of the syntax of this part of ISO/IEC 14496, defined in terms of Visual Object Types.

progressive: The property of film frames where all the samples of the frame represent the same

instances in time.
guantisation matrix: A set of sixty-four 8-bit values used by the dequantiser.
A variable

guantised DCT coefficients: DCT coefficients before dequantisation.

length coded

representation of quantised DCT coefficients is transmitted as part of the coded video bitstream.

guantiser scale: A scale factor coded in the bitstream and used by the decoding proces
dequantisation.

s to scale the

random access: The process of beginning to read and decode the coded bitstreama
point.

t an arbitrary

reconstructed VOP: A reconstructed VOP consists of three matrices of 8-bit numbers representing the

luminance and two chrominance signals. It is obtained by decoding a coded MOP.

reference VOP: A reference VOP is a reconstructed VOP that was leoded in the form
VOP or a coded P-VOP. Reference VOPs are used for forward and(backward prediction
and B-VOPs are decoded.

reordering delay: A delay in the decoding process that is cadsed by VOP reordering.

reserved: The term “reserved” when used in the clauses defining the coded bitstream
the value may be used in the future for ISO/IEC defined extensions.

of a coded I-
vhen P-VOPs

indicates that

scalable hierarchy: coded video data consisting of an ordered set of more than one vide¢ bitstream.

scalability: Scalability is the ability of a‘decoder to decode an ordered set of bitstreams
reconstructed sequence. Moreover, useful video is output when subsets are decoded.

to produce a
Fhe minimum

the other bitstreams in the set is called an enhancement layer. When addressi
enhancement layer, “lower layer” refers to the bitstream that precedes the enhancement |

subset that can thus be decoded is\the first bitstream in the set which is called the base IIyer.

side information: Information in the bitstream necessary for controlling the decoder.

run: The numberof-zero coefficients preceding a non-zero coefficient, in the scan order.
value of the non-zero coefficient is called “level”.

S-VOP: Alpicture that is coded using information obtained by warping whole or part of a st

saturation: Limiting a value that exceeds a defined range by setting its value to the
minimum of the range as appropriate.

Each of
g a specific
yer.

The absolute

atic sprite.

maximum or

source; input: Term used to describe the video material or some of its attributes before encoding.

spatial prediction:
spatial scalability.

spatial scalability: A type of scalability where an enhancement layer

prediction derived from a decoded frame of the reference layer decoder used in

also uses predictions from

sample data derived from a lower layer without using motion vectors. The layers can have different

VOP sizes or VOP rates.

static sprite: The luminance, chrominance and binary alpha plane for an object which do
time.

es not vary in
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3.115

3.116

3.117

3.118

3.119

3.120

3.121

3.122

3.123

3.124

3.125

3.126

3.127

3.128

3.129

3.130

start codes: 32-bit codes embedded in that coded bitstream that are unique. They are used for
several purposes including identifying some of the structures in the coding syntax.

stuffing (bits); stuffing (bytes): Code-words that may be inserted into the coded bitstream that are
discarded in the decoding process. Their purpose is to increase the bitrate of the stream which would
otherwise be lower than the desired bitrate.

temporal prediction: prediction derived from reference VOPs other than those defined as spatial
prediction.

temporal scalability: A type of scalability where an enhancement layer also uses predictions from

sample data derived from a lower layer using motion vectors. The layers have identical frame size,
d but can have different VVOP rates

—

Dp layer: the topmost layer (with the highest layer_id) of a scalable hierarchy.

—

ansparent macroblock: A macroblock with shape mask of all zeros.
viariable bitrate: Operation where the bitrate varies with time during the decoding of a coded bitstream.

viariable length coding; VLC: A reversible procedure for coding thdt assigns shorter code-words to
equent events and longer code-words to less frequent events.

ideo buffering verifier; VBV: Part of a hypothetical decodefithat is conceptually connefted to the
utput of the encoder. Its purpose is to provide a constraiat.on the variability of the data rpate that an
ncoder or editing process may produce.

ideo complexity verifier; VCV: Part of a hypothetical decoder that is conceptually conngcted to the
utput of the encoder. Its purpose is to provide.a constraint on the maximum processing reguirements
the bitstream that an encoder or editing process may produce.

ideo memory verifier; VMV: Part of-a*hypothetical decoder that is conceptually connefted to the
utput of the encoder. Its purpose\is’to provide a constraint on the maximum referen¢ge memory
requirements of the bitstream that ap encoder or editing process may produce.

ideo presentation verifier,"VPV: Part of a hypothetical decoder that is conceptually conngcted to the
utput of the encoder. Its_purpose is to provide a constraint on the maximum presentatipn memory
requirements of the bitstream that an encoder or editing process may produce.

ideo session: The highest syntactic structure of coded video bitstreams. It contains a serigds of one or
ore coded video objects.

iseme:sthe physical (visual) configuration of the mouth, tongue and jaw that is visually corfelated with
tihe speech sound corresponding to a phoneme.

: ; bal spatial
transformation driven by a few motion parameters (0,2,4,6,8), to recover luminance, chrominance and
shape information.

zigzag scanning order: A specific sequential ordering of the DCT coefficients from (approximately) the
lowest spatial frequency to the highest.

4 Abbreviations and symbols

The mathematical operators used to describe this part of ISO/IEC 14496 are similar to those used in the C
programming language. However, integer divisions with truncation and rounding are specifically defined. Numbering
and counting loops generally begin from zero.
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4.1 Arithmetic operators

+

I

i
1

%

Sign( )

Abs( )

i<b

> 10)
4.2 Logic

I

&&

!

4.3 Relati

>

Addition.
Subtraction (as a binary operator) or negation (as a unary operator).
Increment. i.e. x++ is equivalentto x =x + 1

Decrement. i.e. X-- is equivalentto x =x - 1

Multiplication.

ISO/IEC 14496-2:1999(E)

Power.

Integer division with truncation of the result toward zero. For example, 7/4 and -7/-4-are fruncated to 1

and -7/4 and 7/-4 are truncated to -1.

Integer division with rounding to the nearest integer. Half-integer values are)rounded av
unless otherwise specified. For example 3//2 is rounded to 2, and -3//2 is\rounded to -2.

Integer division with sign dependent rounding to the nearest integen. Half-integer values
are rounded away from zero, and when negative are rounded\towards zero. For exa
rounded to 2, and -3///2 is rounded to -1.

Integer division with truncation towards the negative infinity:

Used to denote division in mathematical equations where no truncation or rounding is inter

Modulus operator. Defined only for positive numbers.

] 1 x>=0
Sigx) = -1 x<0

X x>=0
Abs(x) = -Xx x<0

The summation of the (i) with i taking integral values from a up to, but not including b.

al operators
Logical OR:

Logical AND.

ay from zero

lvhen positive
mple 3///12 is

ded.

Logical NOT
J

onal operators
Greater than.
Greater than or equal to.
Greater than or equal to.
Less than.

Less than or equal to.


https://iecnorm.com/api/?name=42e96055e0a857137b291f45b0f3a2a3

ISO/IEC 14496-2:1999(E)

IA

Less than or equal to.
Equal to.

Not equal to.

max [, ... ,] the maximum value in the argument list.

min[, ... ,] the minimum value in the argument list.

4.4 Bitwise operators

&

>>

<<

AND

© ISO/IEC

OR

(n

hift right with sign extension.

(n

hift left with zero fill.

4.5 Conditignal operators

a if conditionistrue,

condition?a: b) = { b otherwise

4.6 Assignment

Assignment operator.

4.7 Mnemonics

The following|mnemonics are defined to describe the different data types used in the coded bitstream.

bslbf

uimsbf

simsbf

viclbf

Bit string, left bit first, where “left” is\the order in which bit strings are written in this part
14496. Bit strings are generally written as a string of 1s and 0s within single quote marks,
0001'. Blanks within a bit string.are’ for ease of reading and have no significance. For conven
strings are occasionally writtekuin hexadecimal, in this case conversion to a binary in the ¢
manner will yield the value of the bit string. Thus the left most hexadecimal digit is first a
hexadecimal digit the most significant of the four bits is first.

Unsigned integerymest significant bit first.
Yigned integery.in twos complement format, most significant (sign) bit first.

\{ariable-length code, left bit first, where “left” refers to the order in which the VLC codes are {
byte order of multibyte words is most significant byte first.

pf ISO/IEC
e.g. 1000
ence large
bnventional
hd in each

vritten. The

4.8 Constants

n

e

3,141 592 653 58...

2,718 281 828 45...

5 Conventions

5.1 Method of describing bitstream syntax

The bitstream retrieved by the decoder is described in subclause 6.2. Each data item in the bitstream is in bold type.
It is described by its name, its length in bits, and a mnemonic for its type and order of transmission.

10
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The action caused by a decoded data element in a bitstream depends on the value of that data element and on data
elements previously decoded. The decoding of the data elements and definition of the state variables used in their
decoding are described in subclause 6.3. The following constructs are used to express the conditions when data
elements are present, and are in normal type:

while ( condition ) { If the condition is true, then the group of data elements
data_element occurs next in the data stream. This repeats until the
condition is not true.
}
do {
data_element The data element always occurs at least once.
} while ( condition ) The data element is repeated until the condition jismnot true,.
if ( condition ) { If the condition is true, then the first group of data
data_element elements occurs next in the data stream.
}else { If the condition is not true, then-the second group of data
data_element elements occurs next in the data stream.
}
for (i=m;i<n;i++) { The group of data elements occurs (n-m) times. Conditiongl
data_element constructs'within the group of data elements may depend
on the value of the loop control variable i, which is set to
} m for the first occurrence, incremented by one for
the second occurrence, and so forth.
[* comment ... */ Explanatory comment that may be deleted entirely without
in any way altering the syntax.
This syntax uses the.'C-code’ convention that a variable or expression evaluating to a non-zero valug is equivalent
to a condit|on thatVis-true and a variable or expression evaluating to a zero value is equivalent to a cgndition that is
false. In many cases a literal string is used in a condition. For example;

H b Jos ol L Al - 1 21\
if (‘"video—objecttayer—shape——"rectangutar)——

In such cases the literal string is that used to describe the value of the bitstream element in subclause 6.3. In this
example, we see that “rectangular” is defined in a Table 6-14 to be represented by the two bit binary number ‘00’.

As noted, the group of data elements may contain nested conditional constructs. For compactness, the brackets { }
are omitted when only one data element follows.

data_element [n] data_element [n] is the n+1th element of an array of data.
data_element [m][n] data_element [m][n] is the m+1, n+1th element of a two-dimensional array of data.

data_element [I][m][n] data_element [[][m][n] is the I+1, m+1, n+1th element of a three-dimensional array of data.

11
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While the syntax is expressed in procedural terms, it should not be assumed that subclause 6.2 implements a
satisfactory decoding procedure. In particular, it defines a correct and error-free input bitstream. Actual decoders
must include means to look for start codes in order to begin decoding correctly, and to identify errors, erasures or
insertions while decoding. The methods to identify these situations, and the actions to be taken, are not

standardised.

5.2 Definition of functions

Several utility

functions for picture coding algorithm are defined as follows:

5.2.1 Definition of next_bits() function

The function next_bits() permits comparison of a bit string with the next bits to be decoded in the bitstream.

5.2.2 Definit

The function
is the first bit

5.2.3 Definit

The function
comparison @

ion of bytealigned() function

pytealigned () returns 1 if the current position is on a byte boundary, that is the next,bitin th
n a byte. Otherwise it returns 0.

ion of nextbits_bytealigned() function

nexthits_bytealigned() returns a bit string starting from the next byte aligned position. T
f a bit string with the next byte aligned bits to be decoded in the bitstream. If the current loc

b bitstream

Nis permits
ation in the

bitstream is gready byte aligned and the 8 bits following the current location are,*01111111’, the bits sulsequent to
these 8 bits afe returned. The current location in the bitstream is not changed-by this function.
5.2.4 Definifion of next_start_code() function
The next_staft_code() function removes any zero bit and a string)of/0 to 7 ‘1’ bits used for stuffing and Jocates the
next start code.
next_start [code() { No. of bits | Mngmonic
zero_hit 1 ‘0
while (fbytealigned())
one_hit 1 ‘1
}
This function |checks whether(the current position is byte aligned. If it is not, a zero stuffing bit followed by a number

of one stuffin

5.2.5 Defini

1?

bits may be.present before the start code.

on of next_resync_marker() function

The next_res

the next resymcmarker: it thus performs similar operation as next_start_code() but for resync_marker.

ync, marker() function removes any zero bit and a string of 0 to 7 ‘1’ bits used for stuffing

]

nd locates

next_resync_marker() { No. of bits | Mnemonic
zero_bit 1 ‘o
while (bytealigned())
one_hit 1 ‘1
}

12
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5.2.6 Definition of transparent_mb() function

The function transparent_mb() returns 1 if the current macroblock consists only of transparent pixels. Otherwise it
returns 0.

5.2.7 Definition of transparent_block() function

The function transparent_block(j) returns 1 if the 8x8 with index j consists only of transparent pixels. Otherwise it
returns 0. The index value for each block is defined in Figure 6-5.

5.3 Reserved, forbidden and marker_bit

The terms “reserved” and “forbidden” are used in the description of some values of several fields in the coded
bitstream.

The term “feserved” indicates that the value may be used in the future for ISO/IEC defined extengions.
The term “forbidden” indicates a value that shall never be used (usually in order to avoid emulation of start codes).

The term “marker_bit” indicates a one bit integer in which the value zero is forbidden (and-it therefore ghall have the
value ‘1"). [These marker bits are introduced at several points in the syntax to avoid start code emulatign.

The term “zero_bit” indicates a one bit integer with the value zero.
5.4 Arithretic precision

In order tg reduce discrepancies between implementations of this part of ISO/IEC 14496, the folloying rules for
arithmetic pperations are specified.

(@) Winhere arithmetic precision is not specified, such as.in the calculation of the IDCT, the predsion shall be
sufficient so that significant errors do not occur in the final integer values.

(b) Wihere ranges of values are given, the end paints are included if a square bracket is present, Jand excluded
if 8 round bracket is used. For example, [a'b) means from a to b, including a but excluding b.

6 Visual hitstream syntax and semantics

6.1 Structure of coded visual data

Coded visfal data can be ofrseveral different types, such as video data, still texture data, 2D mesh |data or facial
animation parameter data.

Synthetic gbjects and_their attribution are structured in a hierarchical manner to support both bitstrepm scalability
and objec{ scalahility.” ISO/IEC 14496-1 of the specification provides the approach to spatial-temporal scene
compositioh including normative 2D/3D scene graph nodes and their composition supported by Binary Interchange
Format Spgecification. At this level, synthetic and natural object composition relies on ISO/IEC [14496-1 with
subsequent i i e icati e e ific pixel-ariented views of the
models.

Coded video data consists of an ordered set of video bitstreams, called layers. If there is only one layer, the coded
video data is called non-scalable video bitstream. If there are two layers or more, the coded video data is called a
scalable hierarchy.

One of the layers is called base layer, and it can always be decoded independently. Other layers are called
enhancement layers, and can only be decoded together with the lower layers (previous layers in the ordered set),
starting with the base layer. The multiplexing of these layers is discussed in ISO/IEC 14496-1. The base layer of a
scalable set of streams can be coded by other standards. The Enhancement layers shall conform to this part of
ISO/IEC 14496. In general the visual bitstream can be thought of as a syntactic hierarchy in which syntactic
structures contain one or more subordinate structures.

13
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Visual texture, referred to herein as still texture coding, is designed for maintaining high visual quality in the
transmission and rendering of texture under widely varied viewing conditions typical of interaction with 2D/3D
synthetic scenes. Still texture coding provides for a multi-layer representation of luminance, color and shape. This
supports progressive transmission of the texture for image build-up as it is received by a terminal. Also supported is
the downloading of the texture resolution hierarchy for construction of image pyramids used by 3D graphics APIs.
Quality and SNR scalability are supported by the structure of still texture coding.

Coded mesh data consists of a single non-scalable bitstream. This bitstream defines the structure and motion of a
2D mesh object. Texture that is to be mapped onto the mesh geometry is coded separately.

Coded face animation parameter data consists of one non-scaleable bitstream. It defines the animation of the
facemodel of the decoder. Face animation data is structured as standard formats for downloadable models and their
animation controls, and a single layer of compressed face animation parameters used for remote manipulation of

the face modgt: —T he shape,
texture and ekpressions of the face are generally controlled by the bitstream containing instances of Facigl Definition
Parameter (FDP) sets and/or Facial Animation Parameter (FAP) sets. Upon initial or baseline constructign, the face
object contaifs a generic face with a neutral expression. This face can receive FAPs from the bitstream and be
subsequently|rendered to produce animation of the face. If FDPs are transmitted, the generie face is tfansformed
into a particular face of specific shape and appearance. A downloaded face model via EDPS is a sceng graph for
insertion in the face node.

6.1.1 Visuallobject sequence

Visual object pequence is the highest syntactic structure of the coded visual bitstream.

A visual obje¢t sequence commences with a visual_object_sequence_start code which is followed by ope or more
visual  objgcts coded concurrently. The  visual objett = sequence is terminated] by a
visual_object| sequence_end_code.

6.1.2 Visuallobject

A visual object commences with a visual_object_start.eode, is followed by profile and level identificafion, and a
visual object id, and is followed by a video object, a still texture object, a mesh object, or a face object.

6.1.3 Video pbject

A video objegt commences with a video_object” start_code, and is followed by one or more video object Igyers.
6.1.3.1 Progressive and interlaced sequences

This part of I$O/IEC 14496 dealsWwith coding of both progressive and interlaced sequences.

The sequenceg, at the output 0fthe decoding process, consists of a series of reconstructed VOPs separgted in time
and are readipd for displaywia the compositor.

6.1.3.2 Frame

A frame congists_of three rectangular matrices of integers; a luminance matrix (Y), and two chrominange matrices
(Cb and Cr).

6.1.3.3 VOP

A reconstructed VOP is obtained by decoding a coded VOP. A coded VOP may have been derived from either a
progressive or interlaced frame.

6.1.3.4 VOP

types

There are four types of VOPs that use different coding methods:

1. AnIntra-coded (I) VOP is coded using information only from itself.
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2. A Predictive-coded (P) VOP is a VOP which is coded using motion compensated prediction from a past
reference VOP.

3. A Bidirectionally predictive-coded (B) VOP is a VOP which is coded using motion compensated prediction from

a past

and/or future reference VOP(s).

4. A sprite (S) VOP is a VOP for a sprite object.

6.1.3.5 I-VOPs and group of VOPs

[-VOPs are intended to assist random access into the sequence. Applications requiring random access, fast-forward
playback, or fast reverse playback may use I-VOPs relatively frequently.

I-VOPs m Vi also be used at scene cuts or other cases where mation anlnnnt:n'rinn is ineffective
Group of OP (GOV) header is an optional header that can be used immediately before a coded1-=VQP to indicate
to the decqder:
1) the modulo part (i.e. the full second units) of the time base for the next VOR\@fter the GPV header in
display order
2) iffthe first consecutive B-VOPs immediately following the coded I-VOP ¢an be reconstructed properly in the
cpse of a random access.
In a non sg¢alable bitstream or the base layer of a scalable bitstream, the-irst coded VOP following al GOV header
shall be a ¢oded I-VOP.
6.1.3.6 Fgrmat
In this format the Cb and Cr matrices shall be one half the 'size of the Y-matrix in both horizontgl and vertical
dimensions. The Y-matrix shall have an even number of lines and samples.
The lumingnce and chrominance samples are positioned as shown in Figure 6-1.The two variations |n the vertical
and tempofal positioning of the samples for interlaced VOPs are shown in Figure 6-2 and Figure 6-3.
Figure 6-4 shows the vertical and temporal pesitioning of the samples in a progressive frame.
| | |
X X 1 X X 1 X X 1 X X
| | |
Q 1 O 1 O O
| | |
X X 1 X X 1 X X 1 X X
| | |
________ r---—----r-——-——~——7"=~"Tr—-—=-=—=—-7
| | |
X X 1 X X 1 X X 1 X X
| | |
O 1 O 1 O O
| | |
X X 1 X X 1 X X 1 X X
1 1 1
-------- r-———-—--"r—-———~—-—-—-pFp~-——-—-—-
| | |
X X 1 X X 1 X X 1 X X
| | |
O 1 O 1 O 1 O
| | |
X X 1 X X 1 X X 1 X X
X Represent luminance samples
O Represent chrominance samples

Figure 6-1 -- The position of luminance and chrominance samples in 4:2:0 data
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Figure 6}2 -- Vertical and temporal positions of samplesdn an interlaced frame with top_field_first=1
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Figure 6-3 -- Vertical and temporal position of samples in an interlaced frame with top_field_first=0
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Frame

X O X

X O X

X O X

X
O
X

—_—_——
time

Figure 6-4 -- Vertical and temporal positions/of samples in a progressive frame

The binary|alpha plane for each VOP is represented by means of a bounding rectangle as described
and it has|always the same number of lines and pixéls per line as the luminance plane of the V

n clause F.2,
OP bounding

rectangle. [The positions between the luminance and.chrominance pixels of the bounding rectangle @re defined in

this clausg according to the 4:2:0 format. For th&*progressive case, each 2x2 block of luminance
bounding flectangle associates to one chrominance pixel. For the interlaced case, each 2x2 block
pixels of the same field in the bounding rectangle associates to one chrominance pixel of that field.

In order to|perform the padding process_on the two chrominance planes, it is necessary to generate &
plane whigh has the same number(ofjlines and pixels per line as the chrominance planes. Therefon
scalable shape coding is used, this.binary alpha plane associated with the chrominance planes is cre
binary alpHa plane associated-with the luminance plane by the subsampling process defined below:

For each 2x2 block of the binary alpha plane associated with the luminance plane of the bounding reg
same frame for the progressive and of the same field for the interlaced case), the associated pixe
binary alpHa plane @ssociated with the chrominance planes is set to 255 if any pixel of said 2x2 blocK
alpha plan¢ assoeiated with the luminance plane equals 255.

pixels in the
of luminance

binary alpha
e, when non-
ated from the

tangle (of the
value of the
of the binary

6.1.3.7 VORt€ordering

When a video object layer contains coded B-VOPs, the number of consecutive coded B-VOPs is
unbounded. The first coded VOP shall not be a B-VOP.

variable and

A video object layer may contain no coded P-VOPs. A video object layer may also contain no coded I-VOPs in

which case some care is required at the start of the video object layer and within the video object layer
random access and error recovery.

to effect both

The order of the coded VOPs in the bitstream, also called decoding order, is the order in which a decoder
reconstructs them. The order of the reconstructed VOPs at the output of the decoding process, also called the
display order, is not always the same as the decoding order and this subclause defines the rules of VOP reordering

that shall happen within the decoding process.

When the video object layer contains no coded B-VOPs, the decoding order is the same as the display

order.

17
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When B-VOPs are present in the video object layer re-ordering is performed according to the following rules:
If the current VOP in decoding order is a B-VOP the output VOP is the VOP reconstructed from that B-VOP.

If the current VOP in decoding order is a I-VOP or P-VOP the output VOP is the VOP reconstructed from the
previous I-VOP or P-VOP if one exists. If none exists, at the start of the video object layer, no VOP is output.

The following is an example of VOPs taken from the beginning of a video object layer. In this example there are two
coded B-VOPs between successive coded P-VOPs and also two coded B-VOPs between successive coded |- and
P-VOPs. VOP ‘11’ is used to form a prediction for VOP ‘4P’. VOPs ‘4P’ and ‘11" are both used to form predictions for
VOPs ‘2B’ and ‘3B’. Therefore the order of coded VOPs in the coded sequence shall be ‘1I’, ‘4P’, ‘2B’, ‘3B'.
However, the decoder shall display them in the order ‘1I’, ‘2B’, ‘3B’, ‘4P".

At the-ereedertaptt

1 2 3 45 6 7 8 9 10 11 12 13
Il B B P B B P BB I B B P
At thg¢ encoder output, in the coded bitstream, and at the decoder input,
14 2 3 7 5 6 108 9 13 11 12
I P B B P B B 1 B B P BB
At the¢ decoder output,

1 2 3 45 6 7 8 9410 11 12 13
Il B B P B B P BxB'I B B P
6.1.3.8 Macioblock

A macroblock contains a section of the luminancescomponent and the spatially corresponding chrominance
components. | The term macroblock can either refextd source and decoded data or to the corresponding poded data
elements. A [skipped macroblock is one for which no information is transmitted. Presently there i$ only one
chrominance [format for a macroblock, namely, 4:2:0 format. The orders of blocks in a macroblock ig illustrated

below:

A 4:2:0 Macrpblock consists of 6 blocks. This structure holds 4 Y, 1 Cb and 1 Cr Blocks and the block order is
depicted in Figure 6-5.

4 5

Y Cb Cr

Figure 6-5 -- 4:2:0 Macroblock structure
The organisation of VOPs into macroblocks is as follows.
For the case of a progressive VOP, the interlaced flag (in the VOP header) is set to “0” and the organisation of lines

of luminance VOP into macroblocks is called frame organization and is illustrated in Figure 6-6. In this case, frame
DCT coding is employed.

For the case of interlaced VOP, the interlaced flag is set to “1” and the organisation of lines of luminance VOP into

macroblocks can be either frame organization or field organization and thus both frame and field DCT coding may
be used in the VOP.

18
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« In the case of frame DCT coding, each luminance block shall be composed of lines from two fields alternately.
This is illustrated in Figure 6-6.

« In the case of field DCT coding, each luminance block shall be composed of lines from only one of the two
fields. This is illustrated in Figure 6-7.

Only frame DCT coding is applied to the chrominance blocks. It should be noted that field based predictions may be
applied for these chrominance blocks which will require predictions of 8x4 regions (after half-sample filtering).

==

Figure 6-6 -- Luminance macroblock structure in-frame DCT coding

—

4»

Figure 6-7 -- Luminance macroblock structure in field DCT coding
6.1.3.9 Blpck

The term Hlock can refer either to source and reconstructed data or to the DCT coefficients or to the ¢orresponding
coded datd elements.

When the block refers to source and reconstructed data it refers to an orthogonal section of a luminance or
chrominance component with the same number of lines and samples. There are 8 lines and 8 samples/line in the
block.

6.1.4 Mesh object

A 2D triangular mesh refers to a tessellation of a 2D visual object plane into triangular patches. The vertices of the
triangular patches are called node points. The straight-line segments between node points are called edges. Two
triangles are adjacent if they share a common edge.

A dynamic 2D mesh consists of a temporal sequence of 2D triangular meshes, where each mesh has the same

topology, but node point locations may differ from one mesh to the next. Thus, a dynamic 2D mesh can be specified
by the geometry of the initial 2D mesh and motion vectors at the node points for subsequent meshes, where each
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motion vector points from a node point of the previous mesh in the sequence to the corresponding node point of the
current mesh. The dynamic 2D mesh can be used to create 2D animations by mapping texture from e.g. a video
object plane onto successive 2D meshes.

A 2D dynamic mesh with implicit structure refers to a 2D dynamic mesh of which the initial mesh has either uniform
or Delaunay topology. In both cases, the topology of the initial mesh does not have to be coded (since it is implicitly
defined), only the node point locations of the initial mesh have to be coded. Note that in both the uniform and
Delaunay case, the mesh is restricted to be simple, i.e. it consists of a single connected component without any
holes, topologically equivalent to a disk.

A mesh object represents the geometry and motion of a 2D triangular mesh. A mesh object consists of one or more
mesh object planes, each corresponding to a 2D triangular mesh at a certain time instance. An example of a mesh
object is shown in the figure below.

A sequence ¢f mesh object planes represents the piece-wise deformations to be applied to a video ebjgct plane or
still texture olpject to create a synthetic animated video object. Triangular patches of a video objectplang are to be
warped accofding to the motion of corresponding triangular mesh elements. The motion of-mesh glements is
specified by the temporal displacements of the mesh node points.

The syntax apd semantics of the mesh object pertains to the mesh geometry and mesh motion only; the Video object
to be used in an animation is coded separately. The warping or texture mapping applied to render visual object
planes is handled in the context of scene composition. Furthermore, the syntax does not allow explicit gncoding of
other mesh pfoperties such as colors or texture coordinates.

Figure 6-8 -- Mesh*object with uniform triangular geometry

6.1.4.1 Mesh object plane
There are twg types of mesh objectiplanes that use different coding methods.

An intra-coded mesh object plane’codes the geometry of a single 2D mesh. An intra-coded mesh is eithef of uniform
or Delaunay type. In the case .0f a mesh of uniform type, the mesh geometry is coded by a small set of garameters.
In the case ¢f a mesh.of ‘Delaunay type, the mesh geometry is coded by the locations of the node |points and
boundary edde segments: The triangular mesh structure is specified implicitly by the coded information.

A predictive-¢oded-mesh object plane codes a 2D mesh using temporal prediction from a past reference mesh
object plane. [The“triangular structure of a predictive-coded mesh is identical to the structure of the reference mesh
used for prediction; however, the locations of node points may change. The displacements of node points represent
the motion of the mesh and are coded by specifying the motion vectors of node points from the reference mesh
towards the predictive-coded mesh.

The locations of mesh node points correspond to locations in a video object or still texture object. Mesh node point
locations and motion vectors are represented and coded with half pixel accuracy.

6.1.5 Face object

Conceptually the face object consists of a collection of nodes in a scene graph which are animated by the facial
object bitstream. The shape, texture and expressions of the face are generally controlled by the bitstream containing
instances of Facial Definition Parameter (FDP) sets and/or Facial Animation Parameter (FAP) sets. Upon
construction, the Face object contains a generic face with a neutral expression. This face can already be rendered.
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It is also immediately capable of receiving the FAPs from the bitstream, which will produce animation of the face:
expressions, speech etc. If FDPs are received, they are used to transform the generic face into a particular face
determined by its shape and (optionally) texture. Optionally, a complete face model can be downloaded via the FDP
set as a scene graph for insertion in the face node.

The FDP and FAP sets are designed to allow the definition of a facial shape and texture, as well as animation of
faces reproducing expressions, emotions and speech pronunciation. The FAPS, if correctly interpreted, will produce
reasonably similar high level results in terms of expression and speech pronunciation on different facial models,
without the need to initialize or calibrate the model. The FDPs allow the definition of a precise facial shape and
texture in the setup phase. If the FDPs are used in the setup phase, it is also possible to produce more precisely the
movements of particular facial features. Using a phoneme/bookmark to FAP conversion it is possible to control facial
models accepting FAPs via TTS systems. The translation from phonemes to FAPs is not standardized. It is
assumed that every decoder has a default face model with default parameters. Therefore, the setup stage is not
necessary [f0 Create race animation. The Setup stage 1S Used 10 cUstomiZe the 1ace at the decoder.

6.1.5.1 Styucture of the face object bitstream

A face objgct is formed by a temporal sequence of face object planes. This is depicted as follows in Figure 6-9.

Face Object | Face Object | Face Object |--cooooooooo. Face Object
Plane 1 Plane 2 Plane n

Figure 6-9 -- Structure of the face object hitstream

A face object represents a node in an ISO/IEC 14496 scene graph. ApSO/IEC 14496 scene is unglerstood as a
composition of Audio-Visual objects according to some spatial and temporal relationships. The sceng graph is the
hierarchicdl representation of the ISO/IEC 14496 scene structure (see1SO/IEC 14496-1).

Alternatively, a face object can be formed by a temporal sequence of face object plane groups (called|segments for
simplicity),|where each face object plane group itself is composed of a temporal sequence of 16 face pbject planes,
as depicted in the following:

face objeqt:

Face Object FaceObject |~ | Face Object
Plane Group 1 | Plane Group 2 Plane Group n
face objeqt plane group:
Face Object FaceObject | __ . Face Object
Plane 1 Plane 2 Plane 16

When the [alternative face object bitstream structure is employed, the bitstream is decoded by DCT-based face
object decpding.as described in subclause 7.12.2. Otherwise, the bitstream is decoded by the franje-based face
object decgding. Refer to Table C-1 for a specification of default minimum and maximum values for ea¢h FAP

6.1.5.2 Facial animation parameter set

The FAPs are based on the study of minimal facial actions and are closely related to muscle actions. They represent
a complete set of basic facial actions, and therefore allow the representation of most natural facial expressions.
Exaggerated values permit the definition of actions that are normally not possible for humans, but could be desirable
for cartoon-like characters.

The FAP set contains two high level parameters visemes and expressions. A viseme is a visual correlate to a
phoneme. The viseme parameter allows viseme rendering (without having to express them in terms of other
parameters) and enhances the result of other parameters, insuring the correct rendering of visemes. Only static
visemes which are clearly distinguished are included in the standard set. Additional visemes may be added in future
extensions of the standard. Similarly, the expression parameter allows definition of high level facial expressions. The
facial expression parameter values are defined by textual descriptions. To facilitate facial animation, FAPs that can
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be used together to represent natural expression are grouped together in FAP groups, and can be indirectly
addressed by using an expression parameter. The expression parameter allows for a very efficient means of
animating faces. In annex C, a list of the FAPs is given, together with the FAP grouping, and the definitions of the
facial expressions.

6.1.5.3 Facial animation parameter units

All the parameters involving translational movement are expressed in terms of the Facial Animation Parameter Units
(FAPU). These units are defined in order to allow interpretation of the FAPs on any facial model in a consistent way,
producing reasonable results in terms of expression and speech pronunciation. They correspond to fractions of
distances between some key facial features and are defined in terms of distances between feature points. The
fractional units used are chosen to allow enough precision. annex C contains the list of the FAPs and the list of the
FDP feature points. For each FAP the list contains the name, a short description, definition of the measurement
units, whet f fehirect itf i=clirects ; frjtion of the
direction of nhovement for positive values, group number (for coding of selected groups), FDP subgropup number
(annex C) gnd quantisation step size. FAPs act on FDP feature points in the indicated (subgroups. The
measurement units are shown in Table 6-1, where the notation 3.1.y represents the y coordinate of'the fgature point
3.1; also refef to Figure 6-10.

Table 6-1 -- Facial Animation Parameter Units

Description FAPU Value

IRISDO =3.1.y-3.3y=3.2y-34y Iris diameter (by definition it is.'equal to | IRISD = IRISDO { 1024

the distance between upper ad lower

eyelid) in neutral face
ESO=3.5k-3.6.x Eye separation ES = ESO0/ 1024
ENSO=35%5y-9.15y Eye - nose separation ENS = ENSO/ 1024
MNSO =9.15.,y — 2.2y Mouth - nose separation MNS = MNSO / 1024
MWO = 8.3 x — 8.4.x Mouth width MW = MWO / 1024
AU Angle Unit 10° rad
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6.1.5.4 Deg

At the beg
correspond
face. The

e gazeig

e all facs

* eyelidg

e thepu

NSO

MNSO

Figure 6-10 -- The Facial Animatien Parameter Units
bscription of a neutral face
inning of a sequence, the face is supposed™to be in a neutral position. Zero values

to a neutral face. All FAPs are expressedias displacements from the positions defined
eutral face is defined as follows:

the cog@rdinate system is right-handed; head axes are parallel to the world axes

in direction of Z axis

muscles are relaxed

are tangent.to the iris

il is onée.third of IRISDO

e lipsar

in-Contact; the line of the lips is horizontal and at the same height of lip corners

« the mouth is closed and the upper teeth touch the lower ones

ISO/IEC 14496-2:1999(E)

of the FAPs
n the neutral

« the tongue is flat, horizontal with the tip of tongue touching the boundary between upper and lower teeth
(feature point 6.1 touching 9.11 in annex C)

6.1.5.5 Facial definition parameter set

The FDPs are used to customize the proprietary face model of the decoder to a particular face or to download a
face model along with the information about how to animate it. The definition and description of FDP fields is given
in annex C. The FDPs are normally transmitted once per session, followed by a stream of compressed FAPSs.
However, if the decoder does not receive the FDPs, the use of FAPUs ensures that it can still interpret the FAP
stream. This insures minimal operation in broadcast or teleconferencing applications. The FDP set is specified in

23


https://iecnorm.com/api/?name=42e96055e0a857137b291f45b0f3a2a3

ISO/IEC 14496-2:1999(E) © ISO/IEC

BIFS syntax (see ISO/IEC 14496-1). The FDP node defines the face model to be used at the receiver. Two options
are supported:

- calibration information is downloaded so that the proprietary face of the receiver can be configured using facial
feature points and optionally a 3D mesh or texture.

 a face model is downloaded with the animation definition of the Facial Animation Parameters. This face model
replace the proprietary face model in the receiver.

6.2 Visual bitstream syntax

6.2.1 Start codes

Start codes afe specific bit patterns that do not otherwise occur in the video stream.

Each start cdde consists of a start code prefix followed by a start code value. The start code prefix is|a string of
twenty three bits with the value zero followed by a single bit with the value one. The start code pprefix is fhus the bit
string ‘0000 0000 0000 0000 0000 0001'.

The start codg value is an eight bit integer which identifies the type of start code. Manixtypes of start code have just
one start code value. However video_object_start code and video_object_layer start_code are reprgsented by
many start code values.

All start codep shall be byte aligned. This shall be achieved by first inserting™a bit with the value zero @nd then, if

necessary, inserting bits with the value one before the start code prefix such that the first bit of the start fode prefix
is the first (m@st significant) bit of a byte. For stuffing of 1 to 8 bits, the-codewords are as follows in Table §-2.

Table 6-2-- Stuffing.codewords

Bits to be stuffed Stuffing Codeword

1 0

01

011

0111

011111

0111111

2
3
4
5 01111
6
7
8

01111111

Table 6_3 def nac tha ctart enda valiiac far all otart ~adac nicad 1n tha vicnial hitetraam
HEStHE Tt oo SToat-Stat- Co G eSSt e SuarBrtStrea s

Table 6-3 — Start code values

name

start code value
(hexadecimal)

video_object_start_code

00 through 1F

video_object_layer_start_code

20 through 2F

reserved

30 through AF

visual_object_sequence__start_code

BO
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The use |of the start codes is defined in the following syntax description with the exce

visual_object_sequence_end_code Bl
user_data_start_code B2
group_of vop_start_code B3
video_session_error_code B4
visual_object_start_code B5
vop_start_code B6
reserved B7-B9
face_object_start_code BA
face_object_plane_start _code BB
mesh_object_start_code BC
mesh_object_plane_start_code BD
still_texture_object_start_code BE
texture_spatial_layer_start _code BF
texture_snr_layer_start _code Cco
reserved C1-C5

System start codes (see note)

C6 through FF

NOTE System start codes are defined-in ISO/IEC 14496-1

ption of the

video_sesgion_error_code. The video_session_errorvcode has been allocated for use by a medig interface to
indicate where uncorrectable errors have been detected.

This synta

for visual bitstreams defines twoypes of information:

1. Configpration information

a. Global configuration information, referring to the whole group of visual objects that will be sim
decoded and compesited by a decoder (VisualObjectSequence()).

o
< O

(9]
< 0O

bject configuration information, referring to a single visual object (VO). This is associated W
isualObject().

bject fayer configuration information, referring to a single layer of a single visual object (VOL
isualObjectLayer()

ultaneously

ith

~

2. Elementary stream data, containing the data for a single layer of a visual object.
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VO1 Elementary Stream
VOL1 +——p Visual Object 1
VO 1 / Header Layer 1
Header
Visual Object / VO1 Elementary Stream
— »|  Sequence \ VOL2 |— |  Visua Object 1
Header Header Layer 2
VO 2 VO 2 Elementary Stream
Header —— VOL1 |—P Visual Object 2
Header Layer 1
Figure 6-11 -- Example Visual Information — Logical Structure
Visual Object VO1 VO1 VO1 VO 2 VO 2
Sequence Header VOL 1 VOL 2 Header VOL 1
Header Header Header Header:
Configuration Information
iR ‘containers provided by
MPEG-4 Systems
Elementary Stream
Visual Object 1 Layer 1 » MPEG-4 Systems
Elementary Stream
Visual Object 1 Layer 2
Elementary Stream
Visual Object 2 Layer 1
Figure g§-12 -- Example Visual Bjtstream — Separate Configuration Information / Elementary Stfream.
Visual Object vVO1 VO1 Elementary Stream
Seguence Header VOL 1 Visual Object 1 —>
Header Header Layer 1
Visual Object vVO1 VO1 Elementary Stream
Sequence Header VOL 2 Visual Object 1 —>
Header Header Cayer 2
Visual Object VO 2 VO 2 Elementary Stream
Sequence Header VOL 1 Visual Object 2 —>
Header Header Layer 1

Figure 6-13 -- Example Visual Bitstream — Combined Configuration Information / Elementary Stream

The following functions are entry points for elementary streams, and entry into these functions defines the
breakpoint between configuration information and elementary streams:

1. Group_of VideoObjectPlane(),
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VideoObjectPlane(),
video_plane_with_short_header(),
MeshObiject(),

FaceObject().

ISO/IEC 14496-2:1999(E)

For still texture objects, configuration information ends and elementary stream data begins in StilTextureObject()
immediately before the first call to wavelet_dc_decode(), as indicated by the comment in subclause 6.2.8.

There is no overlap of syntax between configuration information and elementary streams.

The configuration information contains all data that is not part of an elementary stream, including that defined by
VisualObjectSequence(), VisualObject() and VideoObjectLayer().

ISO/IEC 1

406 da

2 acnatnronuda for tha o ltial o iina AFf ol a Alamaantan ctraamac it o ciaala by
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stream. One

visual bitst]
decoder m

Visual objg
14496-1.

Configurat
1. Se
When cod
informatiory
streams fd
specificatid
configurati
also used
in other pal
2. Cq
The eleme]
accordanc
VisualObje
identical fol
object mus

6.2.2 Visy

ream contains exactly one elementary stream, which describes one layer of one visual.eb
LISt conceptually have a separate entry port for each layer of each object to be decode:

cts coded in accordance with this Part may be carried within a Systems bitstream as define
The coded visual objects may also be free standing or carried withimyother types
on information may be carried separately from or combined with elementary,_stream data:

parate Configuration / Elementary Streams (e.g. Inside ISO/IEC 14496-1 Bitstreams)

bd visual objects are carried within a Systems bitstream defined by ISO/IEC 14496-1,
and elementary stream data are always carried separately. “Configuration information ar
llow the syntax below, subject to the break points between them defined above.

n ISO/IEC 14496-1 defines containers that are used/to carry Visual Object and Visual
bn information. A separate container is used for each @bject. For video objects, a separat

ts of the Systems bitstream.
mbined Configuration / Elementary Streams

htary stream data associated with a.single layer may be wrapped in configuration informat
with the syntax below. A visual bitstream may contain at most one instance
ctSequence(), VisualObject() andoVideoObjectLayer(). The Visual Object Sequence Hea
I all streams input simultaneqgusly to a decoder. The Visual Object Headers for each layer
t be identical.

h

al Object Sequencetand Visual Object

ect. A visual

d by ISO/IEC
of systems.

configuration
d elementary
The Systems
Object Layer
E container is

or each layer. VisualObjectSequence headers are\not carried explicitly, but the informatiof is contained

on defined in
of each of
der must be
f a multilayer

VisualO

No. of bits

<

bjectSequence(){

nemonic

visu

al_object{sequence_start_code 32

51bf

profile_andxlevel_indication

8

msbf

whil

b.(\next_bits()== user_data_start_code){

user_data()

}

Visu

alObject()

visu

al_object_sequence_end_code 32

bslbf

VisualObject() {

No. of bits

Mnemonic

visu

al_object_start_code 32 b

slbf
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is_visu

al_object_identifier

uimsbf

if (is_visual_object_identifier) {

visual_object_verid

uimsbf

visual_object_priority

uimsbf

}

visual_object_type

uimsbf

if (visual_object_type == “video ID” || visual_object_type == “still texture ID")

\Y

EO0_signal_type(

}

next_s

art_code()

while (Jnext_bits()== user_data_start_code){

user_data()

}

if (visugl_object_type == “video ID") {

Vig

eo_object_start_code

32

bslhf

Vi

g

eoObjectLayer()

}

else if

(visual_object_type == “still texture ID") {

Sti

—

[TextureObject()

}

else if

(visual_object_type == “mesh ID%){

M¢g

shObject()

else if

(visual_object_type == “face ID") {

F

[y

ceObject()

}

if (next

| bits() 1= “0000 0000 0000 0000 0000 0001”)

ne

t cotart cadal)
t—Stat—606ex

video_signal_type() {

No. of bits

Mnemonic

video_signal_type

1

bslbf

if (video_signal_type) {

video_format

uimsbf

video_range

bslbf
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colour_description 1 bslbf
if (colour_description) {
colour_primaries 8 uimsbf
transfer_characteristics 8 uimsbf
matrix_coefficients 8 uimsbf
}
}
}
6.2.2.1 Uger data
user_data() { Noyof bits | Mnemonic
usel_data start_code 32 belbf
whilg( next_bits() != ‘0000 0000 0000 0000 0000 0001’ ) {
iser_data 8 ujmsbf
}
next_start_code()
}
6.2.3 Vid¢o Object Layer
VideoONRjectLayer() { No. of bits | Mnemonic
if(next_bits() == video_object_layer_start _code) {
short_video_header =0
video_object_layer_start_code 32 belbf
fandom_accessible vol 1 blbf
video_object \type_indication 8 ujmsbf
is_object_layer_identifier 1 ujmsbf
f (isLobject_layer_identifier) {
video—objecttayer—verd 4 wimsbf
video_object_layer_priority 3 uimsbf
}
aspect_ratio_info 4 uimsbf
if (aspect_ratio_info == “extended_PAR”) {
par_width 8 uimsbf
par_height 8 uimsbf
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vol_control_parameters 1 bslbf
if (vol_control_parameters) {
chroma_format 2 uimsbf
low_delay 1 uimsbf
vbv_parameters 1 blsbf
if (vbv_parameters) {
first_half_bit_rate 15 uimsbf
marker_bit 1 bslbf
latter_half_bit_rate 15 uimgbf
marker_bit 1 bslhf
first_half_vbv_buffer_size 15 uimgbf
marker_bit 1 bslhf
latter_half_vbv_buffer_size 3 uimgbf
first_half_vbv_occupancy 11 uimgbf
marker_bit 1 blshf
latter_half_vbv_occupancy 15 uimgbf
marker_bit 1 blshf
}
}
video_object_layer_shape 2 uimgbf
marker_bit 1 bslf
vop_time_increment_resolution 16 uimgbf
marker_bit 1 bslhf
fixed_vop_rate 1 bslhf
if (fixed_vop_rate)
fixed_vop) time_increment 1-16 uimgbf
if (Yideo_.object_layer_shape != “binary only”) {
if fvideo_object_layer_shape == “rectangular”) {
marker_bit 1 bslbf
video_object_layer_width 13 uimsbf
marker_bit 1 bslbf
video_object_layer_height 13 uimsbf
marker_bit 1 bslbf
}
interlaced 1 bslbf
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obmc_disable 1 bslbf
sprite_enable 1 bslbf
if (sprite_enable) {
sprite_width 13 uimsbf
marker_bit 1 bslbf
sprite_height 13 uimsbf
marker_bit 1 bslbf
sprite_left_coordinate 13 simsbf
marker_bit 1 belbf
sprite_top_coordinate 13 s|msbf
marker_bit 1 bplbf
no_of_sprite_warping_points 6 ujmsbf
sprite_warping_accuracy 2 ujmsbf
sprite_brightness_change 1 bgIbf
low_latency_sprite_enable 1 belbf
}
not 8 bit 1 bplbf
if (not_8_ bit) {
guant_precision 4 ujmsbf
bits_per_pixel 4 ujmsbf
}
if (video_object_layer_shape=="grayscale”) {
no_gray_quant_(update 1 bgIbf
composition.method 1 bgIbf
linear_composition 1 bglbf
}
guant’type 1 bgIbf
it (quant_type) {
load_intra_quant_mat 1 bslbf
if (load_intra_quant_mat)
intra_quant_mat 8*[2-64] uimsbf
load_nonintra_quant_mat 1 bslbf
if (load_nonintra_quant_mat)
nonintra_quant_mat 8*[2-64] uimsbf
if(video_object_layer_shape=="grayscale”) {
load_intra_quant_mat_grayscale 1 bslbf
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if(load_intra_quant_mat_grayscale)
intra_quant_mat_grayscale 8*[2-64] uimsbf
load_nonintra_quant_mat_grayscale 1 bslbf
if(load_nonintra_quant_mat_grayscale)
nonintra_quant_mat_grayscale 8*[2-64] uimsbf
}
}
complexity_estimation_disable 1 bslbf
if (lcomplexity_estimation_disable)
define_vop_complexity estimation_header()
resync_marker_disable 1 bslf
data_partitioned 1 bslhf
if(data_partitioned)
reversible_vlc 1 bslhf
scalability 1 bslhf
if (scalability) {
hierarchy_type 1 bsligf
ref layer_id 4 uimgbf
ref_layer_sampling_direc 1 bsligf
hor_sampling_factor_n 5 uimgbf
hor_sampling_factor_m 5 uimgbf
vert_sampling_factor_n 5 uimgbf
vert_sampling_factor' m 5 uimgbf
enhancementstype 1 bsligf
}
}
else
réesync_marker_disable 1 bslf
next_start_code()
while ( next_bits()== user_data_start_code){
user_data()
}
if (sprite_enable && !low_latency_sprite_enable)
VideoObjectPlane()
do {
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if (next_bits() == group_of _vop_start_code)

Group_of_VideoObjectPlane()

VideoObjectPlane()

} while ((next_bits() == group_of vop_start_code) ||

(next_bits() == vop_start_code))

}else {

short_video header =1

do {
video_plane_with_short_header()
 while(next_bits() == short_video_start_marker)
}
}
define_vop_complexity_estimation_header() { No. of bits | Mnemonic
estimation_method 2 ujmsbf
if (estimation_method =="00"){
shape_complexity_estimation_disable 1
f ('shape_complexity estimation_disable) { belbf
opaque 1 belbf
transparent 1 belbf
intra_cae 1 belbf
inter_cae 1 belbf
no_update 1 blbf
upsampling 1 belbf
exture_complexity_estimation_set_1_disable 1 blbf
f (ltexture_complexity _estimation_set_1 disable) {
Atra—bleeks 1 Bslbf
inter_blocks 1 bslbf
interdv_blocks 1 bslbf
not_coded_blocks 1 bslbf
}
marker_bit 1 bslbf
texture_complexity_estimation_set_2 disable 1 bslbf

if (texture_complexity_ estimation_set_2_disable) {
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dct_coefs 1 bslbf
dct_lines 1 bslbf
vic_symbols 1 bslbf
vic_bits 1 bslbf

}
motion_compensation_complexity_disable 1 bslbf
If (!'motion_compensation_complexity disable) {
apm 1 bslbf
npm 1 bsligf
interpolate_mc_q 1 bsligf
forw_back_mc_q 1 bslf
halfpel2 1 bsligf
halfpel4 1 bsligf
}
marker_bit 1 bslhf
}
}
6.2.4 Group|of Video Object Plane
Group_of_JVideoObjectPlane() { No. of bits | Mne¢monic
group|vop_start_codes 32 bslf
time_dode 18
closed gov 1 bslhf
broken_link 1 bslf
next_start_code()
while (|next_bits()=="user_data_start_code){
user data()
}
}
6.2.5 Video Object Plane and Video Plane with Short Header
VideoObjectPlane() { No. of bits | Mnemonic
vop_start_code 32 bslbf
vop_coding_type 2 uimsbf
do {
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modulo_time_base 1 bslbf

} while (modulo_time_base !=‘0")

marker_bit 1 bslbf
vop_time_increment 1-16 uimsbf
marker_bit 1 bslbf
vop_coded 1 bslbf

if (vop_coded =="0") {

next_start_code()

return()

}
if (Mideo_object_layer_shape != “binary only”) &&

vop_coding_type == “P"))

vop_rounding_type 1 bgIbf

if (vileo_object_layer_shape != “rectangular”) {

f(!(sprite_enable && vop_coding_type == “I")) {

vop_width 13 ujmsbf
marker_bit 1 bplbf
vop_height 13 ujmsbf
marker_bit 1 bplbf
vop_horizontal_mc_spatial_ref 13 s|msbf
marker_bit 1 bplbf
vop_vertical_mc_spatiahlref 13 simsbf

1
f ((video_object_layer\shape !=“ binary only”) &&

scalability && enhancement_type)

background_composition 1 bgIbf
changeveonv_ratio_disable 1 bgIbf
Vop- constant_alpha 1 bgIbf
f (vop_constant_alpha)
vop_constant_alpha_value 8 bslbf
}
if (lcomplexity_estimation_disable)
read_vop_complexity estimation_header()
if (video_object_layer_shape != “binary only”) {
intra_dc_vlc_thr 3 uimsbf

if (interlaced) {
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top_field_first 1 bslbf
alternate_vertical_scan_flag 1 bslbf

}
}
if (sprite_enable && vop_coding_type == “S") {
if (no_sprite_points > 0)
sprite_trajectory()
if (sprite_brightness_change)
brightness_change_factor()
if (prite_transmit_mode != “stop”
&& low_latency_sprite_enable) {
do {
sprite_transmit_mode 2 uimgbf
if ((sprite_transmit_mode == “piece”) ||
(sprite_transmit_mode == “update”))
decode_sprite_piece()
} while (sprite_transmit_mode != “stop” &&
sprite_transmit_mode != “pause”)
}
nekt_start_code()
retirn()
}
if (vidgo_object_layer_shape !=("binary only”) {
vop_quant 3-9 uimgbf
if(Mideo_object_layer ;shape=="grayscale”)
vop_alpha“guant 6 uimgbf
if (Yop_coding_type !="1")
vop—fcode_forward 3 uimgbf
if (vop_coding_type == “B”")
vop_fcode_backward 3 uimsbf
if (Iscalability) {
if (video_object_layer_shape != “rectangular”
&& vop_coding_type !=“I")
vop_shape_coding_type 1 bslbf
motion_shape_texture()
while (nextbits_bytealigned() == resync_marker) {
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video_packet_header()
motion_shape_texture()
}
}
else {
if (enhancement_type) {
load_backward_shape 1 bslbf
if (load_backward_shape) {
backward_shape_width 13 ujmsbf
marker_bit 1 bplbf
backward_shape_height 13 ujmsbf
marker_bit 1 belbf
backward_shape_horizontal_mc_spatial_ref 13 s|msbf
marker_bit 1 bplbf
backward_shape_vertical_mc_spatial_ref 13 s|msbf
backward_shape()
load_forward_shape 1 bplbf
if (load_forward_shape) {
forward_shape_width 13 ujmsbf
marker_bit 1 belbf
forward_shape_height 13 ujmsbf
marker_bit 1 belbf
forward_shape_horizontal_mc_spatial_ref 13 s|msbf
markern bit 1 bgIbf
farward_shape_vertical_mc_spatial_ref 13 s|msbf
forward_shape()
}
}
}
ref_select_code 2 uimsbf
combined_motion_shape_texture()
}
}
else {
combined_motion_shape_texture()
while (nextbits_bytealigned() == resync_marker) {
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video_packet_header()
combined_motion_shape_texture()

}

}
next_start_code()
}
6.2.5.1 Complexity Estimation Header
read_vop_gomplexity estimation_header() { No. of bits |(Mn@¢monic

if (estimation_method=="00"){
if (vop_coding_type=="1"){
if (opaque) dcecs_opaque 8 uimgbf
if (transparent) dcecs_transparent 8 uimgbf
if (intra_cae) dcecs_intra_cae 8 uimgbf
if (inter_cae) dcecs_inter_cae 8 uimgbf
if (no_update) dcecs_no_update 8 uimgbf
if (upsampling) dcecs_upsampling 8 uimgbf
if (intra_blocks) dcecs_intra_blocks 8 uimgbf
if (not_coded_blocks) dcecs_not_codéd® blocks 8 uimgbf
if (dct_coefs) dcecs_dct_ecoefs 8 uimgbf
if (dct_lines) dcecs_dct dines 8 uimgbf
if (vlc_symbols) dcecs_vic_symbols 8 uimgbf
if (vic_bits) dcees_vic_bits 4 uimgbf

}

if (Yop_coding_type=="P"}{
if (opaque) dcecs_opaque 8 uimgbf
if (transparent) dcecs_transparent 8 uimgbf
if (intra_cae) dcecs_intra_cae 8 uimgbf
if (inter_cae) dcecs_inter_cae 8 uimsbf
if (no_update) dcecs_no_update 8 uimsbf
if (upsampling) dcecs_upsampling 8 uimsbf
if (intra) dcecs_intra_blocks 8 uimsbf
if (not_coded) dcecs_not _coded blocks 8 uimsbf
if (dct_coefs) dcecs_dct_coefs 8 uimsbf
if (dct_lines) dcecs_dct_lines 8 uimsbf
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if (vlc_symbols) dcecs_vilc_symbols 8 uimsbf
if (vlc_bits) dcecs_vlc_bits 4 uimsbf
if (inter_blocks) dcecs_inter_blocks 8 uimsbf
if (inter4v_blocks) dcecs_interdv_blocks 8 uimsbf
if (apm) dcecs_apm 8 uimsbf
if (npm) dcecs_npm 8 uimsbf
if (forw_back_mc_q)dcecs_forw_back_mc_q 8 uimsbf
if (halfpel2) dcecs_halfpel2 8 uimsbf
if (halfpeld) dcecs_halfpel4 8 ujmsbf

1

f (vop_coding_type=="B"){
if (opaque) dcecs_opaque 8 ujmsbf
if (transparent) dcecs_transparent 8 ujmsbf
if (intra_cae) dcecs_intra_cae 8 ujmsbf
if (inter_cae) dcecs_inter_cae 8 ujmsbf
if (no_update) dcecs_no_update 8 ujmsbf
if (upsampling) dcecs_upsampling 8 ujmsbf
if (intra_blocks) dcecs_intra_blocks 8 ujmsbf
if (not_coded_blocks) dcecs_not_coded_blocks 8 ujmsbf
if (dct_coefs) dcecs_dcticoefs 8 ujmsbf
if (dct_lines) dcecs_dct lines 8 ujmsbf
if (vlc_symbols) dcecslvlc_symbols 8 ujmsbf
if (vlc_bits) dcecs_vlc_bits 4 ujmsbf
if (inter_blocks) dcecs_inter_blocks 8 ujmsbf
if (interdv_blocks) dcecs_interdv_blocks 8 ujmsbf
if (apm) dcecs_apm 8 ujmsbf
if (apm) dcecs_npm 8 ujmsbf
it (forw_back_mc_q)dcecs_forw_back_mc_q 8 ujmsbf
if (halfpel2) dcecs_halfpel2 8 uimsbf
if (halfpel4) dcecs_halfpel4 8 uimsbf
if (interpolate_mc_q)  dcecs_interpolate_mc_q 8 uimsbf

}

if (vop_coding_type=='S"){
if (intra_blocks) dcecs_intra_blocks 8 uimsbf
if (not_coded_blocks) dcecs_not_coded_blocks 8 uimsbf
if (dct_coefs) dcecs_dct_coefs 8 uimsbf
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if (dct_lines) dcecs_dct_lines 8 uimsbf
if (vlc_symbols) dcecs_vlc_symbols 8 uimsbf
if (vic_bits) dcecs_vic_bits 4 uimsbf
if (inter_blocks) dcecs_inter_blocks 8 uimsbf
if (interdv_blocks) dcecs_interdv_blocks 8 uimsbf
if (apm) dcecs_apm 8 uimsbf
if (npm) dcecs_npm 8 uimsbf
if (forw_back_mc_q) dcecs_forw_back_q 8 uimsbf
if (halfpel2) dcecs_halfpel2 8 Uimsbf
if (halfpel4) dcecs_halfpel4 8 uimgbf
if (interpolate_mc_q)  dcecs_interpolate_mc_q 8 uimsbf

}
}

}
6.2.5.2 Videp Plane with Short Header
video_plange_with_short_header() { No. of bits | Mngmonic

short_jvideo_start_marker 22 bslf
tempofal_reference 8 uimgbf
markef_bit 1 bslhf
zero_Hit 1 bslf
split_gqcreen_indicator 1 bslf
document_camera_indicator. 1 bslf
full_pigture_freeze release 1 bslhf
source format 3 bslf
pictur¢_coding-_type 1 bslhf
four_reserved zero_bits 4 bslf
vop_qglant 5 uimgbf
zero_bit 1 bslbf
do{

pei 1 bslbf

if (pei == *1")

psupp 8 bslbf

} while (pei ==“1")
gob_number =0
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for(i=0; i<num_gobs_in_vop; i++)

gob_layer()

if(next_bits() == short_video_end_marker)

short_video _end_marker 22 uimsbf
while(!bytealigned())
zero_bit 1 bslbf
}
gob_layer() { No. of bits Of*Mnemonic
gob|header_empty = 1
if(ggb_number = 0) {
f (next_bits() == gob_resync_marker) {
gob_header_empty =0
gob_resync_marker 17 bplbf
gob_number 5 ujmsbf
gob_frame_id 2 bplbf
guant_scale 5 ujmsbf
1
}
for(iF0; i<num_macroblocks_in_gob; i++)
macroblock()
if(ngxt_bits() != gob_resync_marker&&
nextbits_bytealigned() == gobxresync_marker)
while(!bytealigned())
zero_bit 1 bgIbf
gob] number++
}
video_packet_header() { No. of bits | Mnemonic
next_resync_marker()
resync_marker 17-23 uimsbf
macroblock_number 1-14 viclbf
if (video_object_layer_shape != “binary only”)
guant_scale 5 uimsbf
header_extension_code 1 bslbf

if (header_extension_code) {
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do {
modulo_time_base 1 bslbf
} while (modulo_time_base !=‘0’)
marker_bit 1 bslbf
vop_time_increment 1-16 bslbf
marker_bit 1 bslbf
vop_coding_type 2 uimsbf
if (video_object_layer_shape != “binary only”) {
intra_dc_vlc_thr 3 uimgbf
if (vop_coding_type !="1")
vop_fcode_forward 3 uimgbf
if (vop_coding_type == “B")
vop_fcode_backward 3 uimgbf
}
}
}
6.2.5.3 Motipn Shape Texture
motion_shape_texture() { No. of bits | Mngmonic
if (data]_partitioned )
dgta_partitioned_motion _shape_texture()
else
combined_motion_shape_texture()
}
combined_jmotion_shape_texture() { No. of bits | Mnemonic
do{
mdcrablock()
} while (nextbits_bytealigned() != resync_marker && nextbits_bytealigned()
I= ‘000 0000 0000 0000 0000 0000°)
}
data_partitioned_motion_shape_texture() { No. of bits | Mnemonic
if (vop_coding_type == “1") {
data_partitioned_i_vop()
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} else if (vop_coding_type == “P") {

data_partitioned_p_vop()

} else if (vop_coding_type == “B") {

combined_motion_shape_texture()

}

NOTE Data partitioning is not supported in B-VOPs.

data_partitioned_i_vop() { No. of bits | Mnemonic
do{
f (video_object_layer_shape !=“rectangular”){
bab_type 1-3
if (bab_type >=4) {
if (Ichange_conv_rate_disable) conv_ratio 1-2
scan_type 1
binary_arithmetic_code()
}
1
f (transparent_mb()) {
mcbpc 1-9 viclbf
if (mb_type == 4)
dquant 2 bgIbf
if (use_intra_dc_vic) {
for j=0;j<4;j+)A
if (Itransparent_block(j)) {
dot_dc_size luminance 2-11 viclbf
if (dct_dc_size _luminance > 0)
dct_dc_differential 1-12 viclbf
if (dct_dc_size _luminance > 8)
marker_bit 1 bslbf
}
}
for (j=0;j<2;j++){
dct_dc_size chrominance 2-12 viclbf
if (dct_dc_size_chrominance > 0)
dct_dc_differential 1-12 viclbf

if (dct_dc_size_chrominance > 8)
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marker_bit 1 bslbf
}
}
}
} while (next_bits() != dc_marker)
dc_marker /*110 1011 0000 0000 0001 */ 19 bslbf
for (i=0; i <mb_in_video_packet; i++) {
if (transparent_mb()) {
ac_pred_flag 1 bslhf
cbpy 1-6 viclipf
}
}
for (i =|0; i < mb_in_video_packet; i++) {
if (Jtransparent_mb()) {
for (j = 0; j < block_count; j++)
block(j)
}
}
}
NOTE The value of block_count is 6 in the 4:2:0 fermat. The value of alpha_block_count is 4.
data_partitjoned_p_vop() { No. of bits | Mn¢émonic
dof
if (video_object_layer_shape != “rectangular”){
bab_type 1-7 viclipf
if ((bab<type == 1) || (bab_type == 6)) {
mvds_x 1-18 viclipf
mvds_y 1-18 viclipf
}
if (bab_type >=4){
if (lchange_conv_rate_disable) conv_ratio 1-2 viclbf
scan_type 1 bslbf
binary_arithmetic_code()
}
}
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if ('transparent_mb()) {

not coded 1 bslbf
if (Inot_coded) {
mcbpc 1-9 viclbf
if (derived_mb_type < 3)
motion_coding(“forward”, derived_mb_type)
}
}
} while (next_bits() != motion_marker)
motjon_marker /*1 1111 0000 0000 0001 */ 17 bplbf
for (| = 0; i <mb_in_video_packet; i++) {
f ('transparent_mb()) {
if (!Inot_coded){
if (derived_mb_type >= 3)
ac_pred_flag 1 bgIbf
cbpy 1-6 viclbf
if (derived_mb_type == 1 || derived_mb_type)== 4)
dquant 2 bgIbf
if (derived_mb_type >= 3 && use_intta’ dc_vic) {
for =0;j<4; j++){
if (Itransparent_block(j)) {
dct_dc_size luminance 2-11 viclbf
if (dct_dc_size_luminance > 0)
dct_dc_differential 1-12 viclbf
if (dct_dc_size_luminance > 8)
marker_bit 1 bplbf
}
}
for (j=0;j<2;j++){
dct_dc_size chrominance 2-12 viclbf
if (dct_dc_size_chrominance > 0)
dct_dc_differential 1-12 viclbf
if (dct_dc_size_chrominance > 8)
marker_bit 1 bslbf
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}

for (i=0;i<mb_in_video_packet; i++) {

if (transparent_mb()) {

if (! not_coded) {

for (j = 0; j < block_count; j++)

block(j)
}
}
}
}
NOTE The palue of block_count is 6 in the 4:2:0 format. The value of alpha_block_countis 4.
motion_codling(mode, type_of mb) { No. of bits | Mngmonic
motion| vector(mode)
if (type] of mb == 2) {
for|(i=0; i< 3; i++)
motion_vector(mode)
}
}
6.2.5.4 Sprife coding
decode_spyite_piece() { No. of bits | Mngmonic
piece_[quant 5 bslf
piece_|width 9 bslf
piece_|height 9 bslf
marke[_bit 1 bslf
piece_xoffset 9 bslbf
piece_yoffset 9 bslbf
sprite_shape_texture()
}
sprite_shape_texture() { No. of bits | Mnemonic
if (sprite_transmit_mode == “piece”) {
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for (i=0; i < piece_height; i++) {

for (j=0; j < piece_width; j++) {

if (!send_mb()) {

macroblock()

}

if (s;l;rite_transmit_mode == “update”) {

or (i=0; i < piece_height; i++) {

for (j=0; j < piece_width; j++) {

macroblock()

}
1
}
}
sprite_trpjectory() { No. of bits | Mnemonic
for (|=0; i < no_of_sprite_warping_points; i++) {
varping_mv_code(du[i])
varping_mv_code(dv[i])
}
}
warping| mv_code(d) { No. of bits | Mnemonic
dmy\_length 2-12 ujmsbf
if (dnv_length !=‘00")
dmv_code 1-14 ujmsbf
marker_bit 1 bslbf
}
brightness_change_factor() { No. of bits | Mnemonic
brightness_change_factor_size 1-4 uimsbf
brightness_change factor_code 5-10 uimsbf
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macroblock() {

No. of bits

Mnemonic

if (vop_coding_type !'=“B") {

if (video_object_layer_shape != “rectangular”
&& !(sprite_enable && low_latency_sprite_enable

&& sprite_transmit_mode == “update”))

mb_binary_shape_coding()

if (video_object_layer_shape != “binary only”) {

if (transparent_mb()) {

if (vop_coding_type !=“I" && !(sprite_enable

&& sprite_transmit_mode == “piece”))

not_coded

bslhf

if (Inot_coded || vop_coding_type == “1") {

mchbpc

1-9

viclyf

if (short_video_header &&
(derived_mb_type == 3 ||
derived_mb_type == 4))

ac_pred_flag

bslhf

if (derived_mb_type != “stuffing”)

cbpy

1-6

viclyf

else

return()

if (derived_mb_type ==1||
derived_mb_type == 4)

dquant

bslhf

if (interlaced)

interlaced_information()

if (!(ref_select_code=="11" && scalability)

&& vop_coding_type 1="5") {

if (derived_mb_type == 0 ||
derived_mb_type == 1) {

motion_vector(“forward”)

if (interlaced && field_prediction)

motion_vector(“forward”)

}

if (derived_mb_type == 2) {
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for (j=0; j < 4; j++)

if (Itransparent_block(j))

motion_vector(“forward”)

}

for (i = 0; i < block_count; i++)

if('transparent_block(i))
block(i)

elsel{

f (video_object_layer_shape != “rectangular”)

mb_binary_shape_coding()

f ((co_located_not_coded =1
|| (scalability && (ref_select_code !="11'
|| enhancement_type == 1)))

&& video_object_layer_shape = “binary-6nly”) {

if ('transparent_mb()) {

modb 1-2 v|clbf
if (modb !=1") {
mb_type 1-4 v|clbf
if (modb.==00")
Ccbpb 3-6 viclbf

if\(ref_select_code !="'00’ || !scalability) {

if (mb_type !="1" && cbpb!=0)

dbguant 1-2 clbf

<

if (interlaced)

interlaced_information()

if (mb_type ==‘01" ||
mb_type =='0001") {

motion_vector(“forward”)

if (interlaced && field_prediction)

motion_vector(“forward”)
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if (mb_type == ‘01’ || mb_type =='001") {

motion_vector(“backward”)

if (interlaced && field_prediction)

motion_vector(“backward”)

}

if (mb_type =="1")

motion_vector(“direct”)

}

if (ref_select_code =="'00" && scalability &&
cbpb 1=0) {

dbquant

viclyf

if (mb_type =='01" || mb_type == ‘1")

motion_vector(“forward”)

}

for (i = 0; i < block_count; i++)

if(Itransparent_block(i))

block(i)

}

if(videg

&&

_object_layer_shape=="graysdale”

Itransparent_mb()) {

if(

op_coding_type=="I2||\vop_coding_type=="P"
&& 'not_coded
&& (derivedimb_type==3 || derived_mb_type==4))) {

coda i

bslhf

if(coda_i=="coded”) {

ac_pred_flag_alpha

bsIbf

cbpa

viclbf

for(i=0;i<alpha_block_count;i++)

if('transparent_block())

alpha_block(i)

}

}else { /* P or B macroblock */
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if(vop_coding_type =="P”
|| co_located_not_coded !=1) {
coda_pb 1-2 viclbf
if(coda_pb=="coded”) {
cbpa 1-6 viclbf
for(i=0;i<alpha_block_count;i++)
if(transparent_block())
alpha_block(i)
}
}
1
}
}
NOTE The value of block_count is 6 in the 4:2:0 format. The value of alpha_block\'eotnt is 4.
6.2.6.1 MB Binary Shape Coding
mb_bingry_shape_coding() { No. of bits | Mnemonic
bab] type 1-7 v|clbf
if ((Mop_coding_type == ‘P’) || (vop_coding_type(== ‘B")) {
f (bab_type==1) || (bab_type == 6)) {
mvds_x 1-18 viclbf
mvds_y 1-18 v|clbf
1
}
if (bab_type >=4) {
f (Ichange/conv_ratio_disable)
conv _ratio 1-2 vl|cbf
scan’_type 1 bgIbf
binary_arithmetic_code()
}
}
backward_shape () { No. of bits | Mnemonic
for(i=0; i<backward_shape_height/16; i++)
for(j=0; j<backward_shape_width/16; j++) {
bab_type 1-3 viclbf
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if (bab_type >=4) {
if (Ichange_conv_ratio_disable)
conv_ratio 1-2 vicbf
scan_type 1 bslbf
binary_arithmetic_code()
}
}
}
forward_sHape () { No. of bits | Mng¢monic
for(i=0] i<forward_shape_height/16; i++)
for[j=0; j<forward_shape_width/16; j++) {
bab_type 1-3 viclipf
if (bab_type >=4) {
if (lchange_conv_ratio_disable)
conv_ratio 1-2 vicbf
scan_type 1 bslhf
binary_arithmetic_code()
}
}
}
6.2.6.2 Motipn vector
motion_vegtor ( mode ) { No. of bits | Mngmonic
if ( moqie == direct’ )\{
hoLizontaI_mv_d ata 1-13 viclipf
veftical” mv_data 1-13 viclipf
}

else if ( mode == ,forward" ) {

horizontal_mv_data 1-13 viclbf

if ((vop_fcode_forward != 1)&&(horizontal_mv_data != 0))

horizontal_mv_residual 1-6 uimsbf

vertical_mv_data 1-13 viclbf

if ((vop_fcode_forward != 1)&&(vertical_mv_data != 0))

vertical_mv_residual 1-6 uimsbf
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}
else if ( mode == ,backward" ) {
horizontal_mv_data 1-13 viclbf
if ((vop_fcode_backward != 1)&&(horizontal_mv_data != 0))
horizontal_mv_residual 1-6 uimsbf
vertical_mv_data 1-13 viclbf
if ((vop_fcode_backward != 1)&&(vertical_mv_data != 0))
vertical_mv_residual 1-6 uimsbf
}
}
6.2.6.3 Interlaced Information
interlaced_information( ) { No. of bits | Mnemonic
if ((derived_mb_type == 3) || (derived_mb_type == 4) ||
cbp!=0))
dct_type 1 bgIbf
if ( ((vop_coding_type == “P") &&
(derived_mb_type == 0) || (derived_mb_type ==.1))) ||
(vop_coding_type == “B") && (mb_type !=:1%)) ) {
ield_prediction 1 bglbf
f (field_prediction) {
if (vop_coding_type == ‘R*}||
(vop_coding_type.=="“B” &&
mb_type =Q01") ) {
forward.top_field_reference 1 belbf
forward_bottom_field_reference 1 bgIbf
}
if ((vop_coding_type == “B") &&
(mb_type !=*0001") ) {
backward_top_field_reference 1 bslbf
backward_bottom_field reference 1 bslbf
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block(i) { No. of bits | Mnemonic
last=0
if('data_partitioned &&
(derived_mb_type == 3 || derived_mb_type == 4)) {
if(short_video_header == 1)
intra_dc_coefficient 8 uimsbf
else if (use_intra_dc_vilc ==1) {
if (i<4){
dct_dc_size luminance 2-11 viclipf
if(dct_dc_size_luminance != 0)
dct_dc_differential 1-12 viclipf
if (dct_dc_size_luminance > 8)
marker_bit 1 bslhf
}else {
dct_dc_size _chrominance 2-12 viclipf
if(dct_dc_size_chrominance !=0)
dct_dc_differential 1-12 viclipf
if (dct_dc_size_chrominance > 8)
marker_bit 1 bslhf
}
}
}
if ( pattern_code[i])
while (!last)
DCT coefficient 3-24 vicliyf
}
NOTE “last”is defined to be the LAST flag resulting from reading the most recent DCT coefficient.
6.2.7.1 Alpha Block
The syntax for DCT coefficient decoding is the same as for block(i) in subclause 6.2.7.
alpha_block( i) { No. of bits | Mnemonic

last=0

54



https://iecnorm.com/api/?name=42e96055e0a857137b291f45b0f3a2a3

© ISO/IEC ISO/IEC 14496-2:1999(E)

if(ldata_partitioned &&
(vop_coding_type =="1" ||

(vop_coding_type == “P” && not_coded &&
(derived_mb_type == 3 || derived_mb_type == 4)))) {

dct_dc_size _alpha 2-11 viclbf

if(dct_dc_size _alpha !=0)

dct_dc_differential 1-12 viclbf

if (dct_dc_size_alpha > 8)

TTarker it T bilbf
}
if ( pattern_codeli] )
hile (!'last)
DCT coefficient 3-24 v|clbf
}
NOTE “last” is defined to be the LAST flag resulting from reading the most recent.DCT coefficient.
6.2.8 Stilll Texture Object
StillTextureObject() { No. of bits | Mnemonic
still] texture_object_start_code 32 belbf
textpre_object_id 16 ujmsbf
marker_bit 1 bplbf
wavglet_filter_type 1 ujmsbf
wavglet_download 1 ujmsbf
wavelet_decompositiontlevels 4 ujmsbf
scanf_direction 1 bplbf
starl_code_enable 1 bplbf
textpre_object _layer_shape 2 ujmsbf
guantization_type 2 ujmsbf
if (quantization_type == 2) {
spatial_scalability_levels 4 uimsbf
if (spatial_scalability levels !=
wavelet_decomposition_levels) {
use_default_spatial_scalability 1 uimsbf
if (use_default_spatial_layer_size == 0)
for (i=0; i<spatial_scalability levels — 1; i++)
wavelet_layer_index 4
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}

if (wavelet_download == “1" }{
uniform_wavelet_filter 1 uimsbf
if (uniform_wavelet_filter == “1")

download_wavelet_filters()
else
for (i=0; i<wavelet_decomposition_levels; i++)
download_wavelet_filters()

}

wavelet_stuffing 3 uimgbf

if(texture_object_layer_shape == “00"){
texture_object_layer_width 15 uimgbf
marker_bit 1 bslhf
teqture_object_layer_height 15 uimgbf
marker_bit 1 bslhf

}

else {
horizontal_ref 15 imskpf
marker_bit 1 bslhf
veftical_ref 15 imsbf
marker_bit 1 bslhf
object_width 15 uimgbf
marker_bit 1 bslhf
object_height 15 uimgbf
marker_bit 1 bslhf
shape_objectsdecoding ()

}

* configurgtien information precedes this point; elementary stream data follows.
See annexuUf

for (color ="y”, “u”, “v"}{
wavelet_dc_decode()

}

if(quantization_type == 1){
TextureLayerSQ ()

}

else if ( quantization_type == 2){
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if (start_code_enable == 1) {

do {

TextureSpatialLayerMQ ()

} while ( next_bits() == texture_spatial_layer_start_code )

}else {

for (i =0; i<spatial_scalability _levels; i++)

TextureSpatialLayerMQNSC ()

elselif ( quantization_type == 3){

or (color ="y”, “u”, “v")

do{

guant_byte 8 ujmsbf

} while( quant_byte >>7)

max_bitplanes 5 ujmsbf

if (scan_direction == 0) {
do {
TextureSNRLayerBQ ()

} while (next_bits() == texture_snr_Jlayer_start_code)

}else {

do {

TextureSpatialLayerBQ ()

} while ( next_bits() == texture_spatial_layer_start_code )

6.2.8.1 TgxtureLayerSQ

TextureLayerSQ() { No. of bits | Mnemonic

if (scan_direction == 0) {

for ("y”, “u”, “v") {
do {

guant_byte 8 uimsbf

} while (quant_byte >> 7)

for (i=0; i<wavelet_decomposition_levels; i++)

if (i'=0 || color!="u""v*){

57


https://iecnorm.com/api/?name=42e96055e0a857137b291f45b0f3a2a3

ISO/IEC 14496-2:1999(E)

© ISO/IEC

max_bitplaneli]

uimsbf

if ((i+1)%4==0)

marker_bit

bslbf

}

for

(i = 0; i<tree_blocks; i++)

for (color = “y”, “u”, “v")

arith_decode_highbands_td()

} else {

if (

start_code_enable ) {

do {

TextureSpatialLayerSQ()

} while ( next_bits() == texture_spatial_layer_start_code)

}e

se {

for (i = 0; i< wavelet_decomposition_levels; i++)

TextureSpatialLayerSQNSC()

6.2.8.2 Text

LireSpatialLayerSQ

TextureSpatialLayerSQ() {

No. of bits

Mnemonic

texturg

b _spatial_layer_start_code

32

bslhf

texturg

b spatial_layer_id

5

uimgbf

Textur

bSpatialLayerSQNSC()

6.2.8.3 Text

LireSpatialLayerSQNSC

TextureSpatialLayerSQNSC() {

No. of bits

Mnemonic

for (col

or="y*,“u",“v*) {

if (

(first_wavelet_layer && color=="y") ||

(second_wavelet_layer && color=="u","v"))

do {

guant_byte

uimsbf

} while (quant_byte >> 7)

58



https://iecnorm.com/api/?name=42e96055e0a857137b291f45b0f3a2a3

© ISO/IEC ISO/IEC 14496-2:1999(E)
if (color =="y")
max_bitplanes 5 uimbsf
else if (!first_wavelet_layer)
max_bitplanes 5 uimbsf
}
arith_decode_highbands_bb()
}
6.2.8.4 TegxtureSpatialLayerMQ
Texture$patialLayerMQ() { No. of-bits | Mnemonic
textpre_spatial_layer_start_code 32 belbf
textpre_spatial_layer_id 5 ujmsbf
snr|scalability_levels 5 ujmsbf
do {
TextureSNRLayerMQ( )
} while ( next_bits() == texture_snr_layer_start_code )
}
6.2.8.5 TgxtureSpatialLayerMQNSC
Texture$patialLayerMQNSC() { No. of bits | Mnemonic
snr|scalability_levels 5 ujmsbf
for (| =0; i<snr_scalability_levels;i++)
TextureSNRLayerMQNSC ()
}
6.2.8.6 TgxtureSNRLayerMQ
Texture$NRLayerMQ(){
texture_snr_layer_start_code 32 bslbf
texture_snr_layer_id 5 uimsbf

TextureSNRLayerMQNSC()
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TextureSNRLayerMQNSC(){

No. of bits

Mnemonic

if (spatial_scalability_levels == wavelet_decomposition_levels

&& spatial_layer_id == 0) {

for (color = “y*) {

do {

guant_byte

uimsbf

} while (quant_byte >> 7)

for (i=0; i<spatial_layers; i++) {

max_bitplane]i]

uimgbf

if ((i+1)%4 == 0)

marker_bit

bslhf

else {

for|(color="y", “u”, “v") {

do {

guant_byte

uimgbf

} while (quant_byte >> 7)

for (i=0; i<spatial_layers; i++) {

max_bitplaneli]

uimgbf

if ((i+1)%4 == 0)

marker_bit

bslhf

}

if (scar)_direction == 0) {

for (i = O; i<tree_blocks; i++)

for (color = “y”, “u”, “v")

if (wavelet_decomposition_layer_id != 0 || color !=“u”, “v")

arith_decode_highbands_td()

}else {

for (i = 0; i< spatial_layers; i++) {

for (color ="y”, “u”, “v") {
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if (wavelet_decomposition_layer_id != 0 || color !=“u”, “v")

arith_decode_highbands_bb()

6.2.8.8 TextureSpatialLayerBQ

Texture$patialLayerBQ() { No. of bits Of‘Mnemonic
textpre_spatial_layer_start_code 32 belbf
textpre_spatial_layer_id 5 ujmsbf
for (]i=0; i<max_bitplanes; i++) {

exture_snr_layer_start_code 32 belbf
exture_snr_layer_id 5 ujmsbf
TextureBitPlaneBQ()
hext_start_code()
}
}
6.2.8.9 TgxtureBitPlaneBQ
TextureBitPlaneBQ () { No. of bits | Mnemonic
for (folor =“y", “u”, “v")
f (wavelet_decomposition_layer_id == 0 ){
all_nonzero[color] 1 bplbf
if (all.nonzero[color] == 0) {
allyzero[color] 1 bplbf
if (all_zero[color]==0) {
th—zerofcolor 1 b5lbf
hl_zero[color] 1 bslbf
hh_zero[color] 1 bslbf
}
}
}
if (wavelet_decomposition_layer_id != 0 [|color I=“u”, “v" ){
if(all_nonzero[color]==1 || all_zero[color]==0){
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if (scan_direction == 0)

arith_decode_highbands_bilevel bb()

else

arith_decode_highbands_bilevel_td()

}
}
}
}
6.2.8.10 TeXtureSNRLayerBQ
TextureSNRLayerBQ() { No. efibits | Mneémonic
texture_snr_layer_start_code 32 bslf
texturg_snr_layer_id 5 uimgbf
for (i=0; i<wavelet_decomposition_levels; i++) {
texture_spatial_layer_start_code 32 bslf
texture_spatial_layer_id 5 uimgbf
TextureBitPlaneBQ()
next_start _code ()
}
}
6.2.8.11 DoynloadWaveletFilters
download_wavelet _filters( ){ No. of bits | Mne¢monic
lowpass_filter_length 4 uimgbf
highpass_filter_length 4 uimgbf
do{
if { wavelet filter_type ==0) {
fi{ter—tap—integer 16 insbf
marker_bit 1 bslbf
}else {
filter_tap_float_high 16 uimsbf
marker_bit 1 bslbf
filter_tap_float_low 16 uimsbf
marker_bit 1 bslbf
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} while (lowpass_filter_length--)

do{

if (wavelet_filter_type == 0}
filter_tap_integer 16 imsbf
marker_bit 1 bslbf

}else {
filter_tap_float_high 16 uimsbf
marker_bit 1 bslbf
filter_tap_float_low 16 ujmsbf
marker_bit 1 bplbf

1
} whjle (highpass_filter_length--)

f ( wavelet_filter_type == 0) {

integer_scale 16 ujmsbf

marker_bit

6.2.8.12 Wavelet dc decode

wavelet |dc_decode() { No. of bits | Mnemonic
megn 8 ujmsbf
do{
uant_dc_byte 8 ujmsbf

} while( quant_dc_byte>>7)
do{

band_offset~byte 8 ujmsbf

} while (band_ offset_byte >>7)
do{

band_max_byte 8 uimsbf

} while (band_max_byte >>7)

arith_decode_dc()
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6.2.8.13 Wavelet higher bands decode
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wavelet_ higher_bands_decode() { No. of bits | Mnemonic
do{
root_max_alphabet_byte 8 uimsbf
} while (root_max_alphabet_byte >>7)
marker_bit 1 bslbf
do{
valz_max_alphabet_byte 8 uimsbf
} while|(valz_max_alphabet_byte >>7)
do{
valnz_max_alphabet_byte 8 uimgbf
} while|(valnz_max_alphabet_byte >>7)
arith_decode_highbands()
}
6.2.8.14 Shape Object Decoding
shape_objéct_decoding() { No. of bits | Mngmonic
changp_conv_ratio_disable 1 bslf
sto_cdnstant_alpha 1 bslf
if (sto_fonstant_alpha)
stg_constant_alpha_value 8 bslf
for (i=Q; i<((object_width+15)/16)*((cbject_height+15)/16); i++){
bap_type 1-2 viclipf
if (pab_type ==4) {
if (Ichange_conv_ratio_disable)
conv.ratio 1-2 vichf
scan_type 1 bsligf
binary arithmetic _decode()
}
}
}
6.2.9 Mesh Object
MeshObiject() { No. of bits | Mnemonic
mesh_object_start_code 32 bslbf
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do{

MeshObjectPlane()

} while (next_bits_bytealigned() ==
mesh_object_plane_start_code ||

next_bits_bytealigned() '= ‘0000 0000 0000 0000 0000 0001")

}
6.2.9.1 Mesh Object Plane
MeshOhjectPlane() { No. of-bits | Mnemonic
MeshObjectPlaneHeader()
MeshObjectPlaneData()
}
MeshOMjectPlaneHeader() { No. of bits | Mnemonic
if (ngxt_bits_bytealigned()=="0000 0000 0000 0000 0000 0001"}{
hext_start_code()
mesh_object_plane_start_code 32 belbf
}
is_imtra 1 bplbf
mesh_mask 1 bplbf
temporal_header()
}
MeshObRjectPlaneData()-{ No. of bits | Mnemonic
if (mesh_mask'== 1) {
f (islintra == 1)
mesh—geemetrrd
else
mesh_motion()
}
}
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6.2.9.2 Mesh geometry
mesh_geometry() { No. of bits | Mnemonic
mesh_type _code 2 bslbf
if (mesh_type_code =='01") {
nr_of _mesh_nodes_hor 10 uimsbf
nr_of _mesh_nodes_vert 10 uimsbf
marker_bit 1 uimsbf
mesh_rect_size_hor 8 uimsbf
meash_rect_size vert 8 uimgbf
trigngle_split_code 2 bsligf
}
else if {mesh_type_code ==‘10) {
nr|of mesh nodes 16 uimgbf
marker_bit 1 uimgbf
nrjof boundary_nodes 10 uimgbf
marker_bit 1 uimgbf
node0_x 13 simgbf
marker_bit 1 uimgbf
node0_y 13 simsbf
marker_bit 1 uimgbf
for[(n=1; n < nr_of_mesh_nodes; n++) {
delta_x_len_vic 2-12 viclipf
if (delta_x_len_vic)
delta_x 1-14 viclipf
delta_y_len_vlic 2-12 viclipf
if (delta_y_len. vic)
deltayy 1-14 viclipf
}
}
}
6.2.9.3 Mesh motion
mesh_motion() { No. of bits | Mnemonic
motion_range_code 3 bslbf
for (n=0; n <nr_of_mesh_nodes; n++) {
node_motion_vector_flag 1 bslbf
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if (node_motion_vector_flag == ‘0’) {

delta_mv_x_ vic 1-13 viclbf
if ((motion_range_code != 1) && (delta_mv_x_vic = 0))
delta_mv_x_res 1-6 uimsbf
delta_mv_y_vlc 1-13 viclbf
if ((motion_range_code !=1) && (delta_mv_y vic = 0))
delta_mv_y_res 1-6 uimsbf
}
}
}
6.2.10 Fage Object
fba_objdct() { No. of bits | Mnemonic
facqd object_start_code 32 belbf
do {
fa_object_plane()
} while(!(
(nextbits_bytealigned() == ‘000 0000 0000 0000 0060-0000") &&
( nextbits_bytealigned() != face_object_plane_start code)))
}
6.2.10.1 Hace Object Plane
fba_objgct_plane() { No. of bits | Mnemonic
fba_fobject_plane_header()
fba_pbject_plane_data()
}
fba_objectptame—header(j< Noofbits—Mnemonic
if (nextbits_bytealigned()=="000 0000 0000 0000 0000 0000"){
next_start_code()
fba_object_plane_start_code 32 bslbf
}
is_intra 1 bslbf
fba_object_mask 2 bslbf
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temporal_header()
}
fba_object_plane_data() { No. of bits | Mnemonic
if(fba_object_mask &'01) {
if(is_intra) {
fap_quant 5 uimsbf
for (group_number = 1; group_number <= 10; group_number++) {
marker_bit 1 uimsbf
fap_mask_type 2 bslhf
if(fap_mask_type == '01’|| fap_mask_type == ‘10’)
fap_group_mask[group_number] 2:16 vichf
}
fba_suggested_gender 1 bslif
fba_object_coding_type 1 bslf
if(fba_object_coding_type == 0) {
is_i_new_max 1 bslif
is_i_new_min 1 bslf
iS_p_new_max 1 bslif
is_p_new_min 1 bslf
decode_new_minmax()
decode_ifap()
}
if(foa_object_coding_type == 1)
decode_i_segment()
}
else {
if(fea-object_coding_type == 0)
decode_pfap()
if(fba_object_coding_type == 1)
decode_p_segment()
}
}
}
temporal_header() { No. of bits | Mnemonic
if (is_intra) {
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is_frame_rate 1 bslbf
if(is_frame_rate)
decode_frame_rate()
is_time_code 1 bslbf
if (is_time_code)
time_code 18 bslbf
}
skip_frames 1 bslbf
if(sk|p_frames)
Hecode_skip_frames()
6.2.10.2 Decode frame rate and skip frames
decode_|frame_rate(){ No. of bits | Mnemonic
frame_rate 8 ujmsbf
sec?nds 4 ujmsbf
frequency_offset 1 ujmsbf
decode_|skip_frames(){ No. of bits | Mnemonic
do{
humber_of_frames_to_skip 4 ujmsbf
} while (number_of_framesto_skip = “1111")
6.2.10.3 [ecode new. minmax
decode_|new minmax() { No. of bits | Mnemonic
if (is_1T_new_max){
for (group_number = 2, j=0, group_number <= 10, group_nhumber++)
for (i=0; i < NFAP[group_number]; i++, j++) {
if (!(i & 0x3))
marker_bit 1 uimsbf
if (fap_group_mask[group_number] & (1 <<i))
i_new_max]j] 5 uimsbf
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if (is_i_new_min) {

for (group_number = 2, j=0, group_number <= 10, group_number++)

for (i=0; i < NFAP[group_number]; i++, j++) {
if (1(i & Ox3))

marker_bit 1 uimsbf

if (fap_group_mask[group_number] & (1 <<i))

i_new_min(j] 5 uimsbf

if (is_p| new_max) {

for|(group_number = 2, j=0, group_number <= 10, group_number++)

for (i=0; i < NFAP[group_number]; i++, j++) {
if (1(i & 0x3))

marker_bit 1 uimgbf

if (fap_group_mask[group_number] & (1 <<i))

p_new_max[j] 5 uimgbf

}

if (is_p| new_min) {

for|(group_number = 2, j=0, group_number <= 10, greup_number++)

for (i=0; i < NFAP[group_number]; i++, j++) {
if (1(i & 0x3))

marker_bit 1 uimgbf

if (fap_group_mask[group_number] & (1 <<i))

p_new_min[j] 5 uimgbf

6.2.10.4 Deqode-ifap

deCOde_if 0{ No—ofbits Mraemonic

for (group_number = 1, j=0; group_number <= 10; group_number++) {

if (group_number == 1) {

if(fap_group_mask[1] & 0x1)

decode_viseme()

if(fap_group_mask[1] & 0x2)

decode_expression()

}else {
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for (i= 0; ikNFAP[group_number]; i++, j++) {

if(fap_group_mask[group_number] & (1 <<i)) {
aa_decode(ifap_Qljl,ifap_cum_freq([j])

6.2.10.5 Decode pfap

decode_|pfap(){ Noyof bits | Mnemonic

for (group_number = 1, j=0; group_number <= 10; group_number++) {

f (group_number == 1) {

if(fap_group_mask[1] & Ox1)

decode_viseme()

if(fap_group_mask[1] & 0x2)

decode_expression()

L else {

for (i= 0; i<KNFAP[group_number]; i++,y++) {

if(fap_group_mask|[group_number] & (1 <<i)) {

aa_decode(pfap_diff[jl) pfap_cum_freq([j])

6.2.10.6 Decode viseme and expression

decode_viseme() { No. of bits | Mnemonic

aa_decode(viseme_select1Q, viseme_selectl cum_freq) viclbf
aa_decode(viseme_select2Q, viseme_select2_cum_freq) viclbf
aa_decode(viseme_blendQ, viseme_blend_cum_freq) viclbf

1 bslbf

viseme_def
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decode_expression() { No. of bits | Mnemonic
aa_decode(expression_select1Q, expression_selectl _cum_freq) viclbf
aa_decode(expression_intensity1Q, viclbf
expression_intensityl cum_freq)
aa_decode(expression_select2Q, expression_select2_cum_freq) viclbf
aa_decode(expression_intensity2Q, viclbf
expression_intensity2_cum_freq)
aa_decode(expression_blendQ, expression_blend _cum_freq) viclbf
init_fare 1 bsihf
expregsion_def 1 bsligf
}
6.2.10.7 Fade Object Plane Group
face_object_plane_group() { No. of bits | Mngmonic
face_obje¢t_plane_start_code 32 bslf
is_intrp 1 bslf
if (is_iptra) {
fage_paramset_mask 2 bslf
is_frame_rate 1 bslf
if(is_frame_rate)
decode_frame_rate()
is_time code 1 bslf
if(is_time_code)
time_code 18
sk|p_frames 1 bslhf
if(dkip_frames)
decodeskip_frames()
if(face, paramset_mask =="01") {
fap_quant_index 5 uimsbf
for (group_number = 1 to 10) {
marker_bit 1 uimsbf
fap_mask_type 2 bslbf
if(fap_mask_type == '01’|| fap_mask_type == ‘10")
fap_group_mask[group_number] 2-16 vicbf
}
decode_i_segment()
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}else {

face_object_group_prediction()

}

next_start_code()

6.2.10.8 Face Object Group Prediction

face_object group prediction() {

No. of bits nemonic

skig_frames

1 bplbf

if(sk|p_frames)

Hecode_skip_frames()

if(fage_paramset_mask =="01") {

decode_p_segment()

6.2.10.9 Decodei_segment

decode [i_segment(){

No. of bits Mnemonic

for (grouyp_number= 1, j=0; group_number<= 10; greup_number++) {

if (group_number == 1) {

if(fap_group_mask[1] & 0x1)

decode_i_viseme_segment()

if(fap_group_mask[1] & 0x2)

decode_i_exptession_segment()

} glse {

for(i=0; (<NFAP[group_number]; i++, j++) {

if(fap_group_mask[group_number] & (1 << i)) {

decode i dc(dc Qi
—— \ — < U1/

decode_ac(ac_QJj])
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decode_p_segment(){ No. of bits | Mnemonic
for (group_number = 1, j=0; group_number <= 10; group_number++) {
if (group_number == 1) {
if(fap_group_mask[1] & 0x1)
decode_p_viseme_segment()
if(fap_group_mask[1] & 0x2)
decode_p_expression_segment()
}else {
far (i=0; i<NFAP[group_number]; i++, j++) {
If(fap_group_mask[group_number] & (1 << 1)) {
decode_p_dc(dc_QIj])
decode_ac(ac_QIj])
}
}
}
}
}
6.2.10.11 Degcode viseme and expression
decode_i_Yiseme_segment(){ No. of bits | Mne¢monic
viseme_sggment_select1q[0] 4 uimgbf
viseme segment_select2q[0] 4 uimgbf
viseme_segment_blendq|0] 6 uimgbf
visemée¢_segment_def[0] 1 bsligf
for (k=1; k<16, k+¥){
vigeme~segment_selectlq_diff[k] viclipf
vigemeé segment select2g diff[k] vicliyf
viseme_segment_blendq_diff[k] viclbf
viseme_segment_def[k] 1 bslbf
}
}
No. of bits | Mnemonic

decode_p _viseme_segment(){

for (k=0; k<16, k++) {
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viseme_segment_selectlq_diff[k] viclbf
viseme_segment_select2q_diff[k] viclbf
viseme_segment_blendq_diff[k] viclbf
viseme_segment_def[k] 1 bslbf
}
}
decode Ii expression _segment(){ No. of bits | Mnemonic
expresslion_segment_selecth[O] 4 yjmsbf
expression_segment_select2q[0] 4 ujmsbf
expression_segment_intensity1q[O0] 6 ujmsbf
expression_segment_intensity2q[0] 6 ujmsbf
expression_segment_init_face[0] 1 bgIbf
expression_segment_def[0] 1 bgIbf
for (k=1; k<16, k++) {
bxpression_segment_selectlq_diff[k] viclbf
bxpression_segment_select2q_diff[k] viclbf
bxpression_segment_intensitylq_diff[k] viclbf
bxpression_segment_intensity2q_diff[k] viclbf
bxpression_segment_init_face[k] 1 bgIbf
bxpression_segment_def[k] 1 bgIbf
}
}
decode_|p _expressionysegment(){ No. of bits | Mnemonic
for (k=0; k<167K++) {
bxpression_segment_selectlq_diff[k] viclbf
bxpression segment select2g diff[k] v|clbf
expression_segment_intensitylq_diff[k] viclbf
expression_segment_intensity2q_diff[k] viclbf
expression_segment_init_face[k] 1 bslbf
expression_segment_def[k] 1 bslbf
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decode_i_dc(dc_q) { No. of bits | Mnemonic
dc_q 16 simsbf
if(dc_q == -256*128)
dc_q 31 simsbf
}
decode_p_dc(dc_g_diff) { No. of bits | Mnemonic
dc_q_diff viclbf
dc_g_diff = dc_qg_diff- 256
if(dc_q| diff == -256)
dc_q_diff 16 simgbf
if(dc_Q == 0-256*128)
dc| g_diff 32 simsbf
}
decode_ad(ac_QJi]) { No. of bits | Mne¢monic
this =
next =P
while(rlext < 15) {
copunt_of runs viclipf
if (fount_of runs == 15)
next = 16
else {
next = this+1+count:of runs
for (n=this+1sn<hext; n++)
ac_gfif[n] = 0
ac (q[i][next] viclipf
if(\ac_gfil[next] == 256)
decode_i_dc(ac_q[i][next])
else
ac_d[i][next] = ac_q[i][next]-256
this = next
}
}
}
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6.3 Visual bitstream semantics

6.3.1 Semantic rules for higher syntactic structures

This subclause details the rules that govern the way in which the higher level syntactic elements may be combined
together to produce a legal bitstream. Subsequent subclauses detail the semantic meaning of all fields in the video
bitstream.

6.3.2 Visual Object Sequence and Visual Object

visual_object_sequence_start_code: The visual_object_sequence_start code is the bit string ‘000001B0’ in
hexadecimal. It initiates a visual session.

profile_an ification. The

meaning o the bits is given in Table G-1.

visual_object_sequence_end_code: The visual_object_sequence_end_code is the bit .string ‘P00001B1’ in
hexadecimial. It terminates a visual session.

visual_object_start_code: The visual_object_start code is the bit string ‘000001B5'|in-hexadecima]. It initiates a
visual objeft.

is_visual_pbject_identifier: This is a 1-bit code which when set to ‘1’ indicates that version identification and
priority is specified for the visual object. When set to ‘0’, no version identification or priority needs to be [specified.

visual_object_verid: This is a 4-bit code which identifies the version number of the visual object. Ifs meaning is
defined in Table 6-4.

Table 6-4 -- Meaning of visual_object_verid

visual_object_verid Meaning
0000 reserved
0001 ISO/IEC 14496-2
0010 - 1111 reserved

visual_object_priority: This isa 3-bit code which specifies the priority of the visual object. It takes vglues between
1 and 7, with 1 representing the highest priority and 7, the lowest priority. The value of zero is reserved

visual_object_type: The visual_object type is a 4-bit code given in Table 6-5 which identifies the type of the
visual objeft.

Table 6-5 -- Meaning of visual object type

code vistat-objecttype
0000 reserved

0001 video ID

0010 still texture 1D
0011 mesh ID

0100 face ID

0101 reserved
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1111

reserved
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video_object_start_code: The video_object_start_code is a string of 32 bits. The first 27 bits are ‘0000 0000 0000
0000 0000 0001 000* in binary and the last 5-bits represent one of the values in the range of ‘00000’ to ‘11111’ in
binary. The video_object_start_code marks a new video object.

video_object_id: This is given by the last 5-bits of the video_object start code. The video_object _id uniquely

identifies a video object.

video_signal_type: A flag which if set to ‘1’ indicates the presence of video_signal_type information.

video_formalt: This is a three bit integer indicating the representation of the pictures before bein
accordance With this part of ISO/IEC 14496. Its meaning is defined in Table 6-6. If the video_signal_ty
present in thg bitstream then the video format may be assumed to be “Unspecified video format™

video_range} This one-bit flag indicatesjthe black level and range of the luminance and chrominance sig

colour_descfiption: A flag which:if set to ‘1’ indicates the presence of colour_primaries, transfer_cha

Table 6-6 -- Meaning of video_format

video_format | Meaning
000 Component
001 PAL
010 NTSC
011 SECAM
100 MAC
101 Unspécified video format
110 Reserved
111 Reserved

and matrix_coefficients in the bitstream.

colour_primaries: This~8=bit integer describes the chromaticity coordinates of the source primaries, anc

in Table 6-7.

) coded in
pe() is not

nals.

racteristics

is defined

Table 6-7 -- Colour Primaries
Value Primaries
0 (forbidden)
1 Recommendation ITU-R BT.709

primary
green
blue
red

white D65

X y
0,300 0,600
0,150 0,060
0,640 0,330

0,3127 0,3290

78


https://iecnorm.com/api/?name=42e96055e0a857137b291f45b0f3a2a3

© ISO/IEC

ISO/IEC 14496-2:1999(E)

2 Unspecified Video
Image characteristics are unknown.
3 Reserved
4 Recommendation ITU-R BT.470-2 System M
primary X y
green 0,22 0,71
blue 0,14 0,08
red 0,67 0,33
white C 0,310 0,316
5 Recommendation ITU-R BT.470-2 System B, G
primary X y
green 0,29 0,60
blue 0,15 0,06
red 0,64 0,33
white D65 0,3127 0,3290
6 SMPTE 170M
primary X \%
green 0,310 0,595
blue 0,155 0,070
red 0,630 0,340
white; D65 0,3127 0,3290
7 SNIPTE 240M (1987)
primary X y
green 0,310 0,595
blue 0,155 0,070
red 0,630 0,340
white D65 0,3127 0,3290
8 Generic film (colour filters using llluminant C)
primary X y
green 0,243 0,692 (Wratten 58)
blue 0,145 0,049 (Wratten 47)
red 0,681 0,319 (Wratten 25)
9-255 Reserved

In the case that video_signal_type() is not present in the bitstream or colour_description is zero the chromaticity is
assumed to be that corresponding to colour_primaries having the value 1.

transfer_characteristics: This 8-bit integer describes the opto-electronic transfer characteristic of the source

picture, and is defined in Table 6-8.
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Table 6-8 -- Transfer Characteristics

Value

Transfer Characteristic

(forbidden)

Recommendation ITU-R BT.709
V =1,099 L ;049 - 0,099

for 1> L. > 0,018

© ISO/IEC

Unspecified Video

Image characteristics are unknown.

reserved

Recommendation ITU-R BT.470-2 System M

Assumed display gamma 2,2

Recommendation ITU-R BT.470-2 System B, G

Assumed display gamma 2,8

SMPTE 170M
V =1,009 L ;049 - 0,099

for 1> L. > 0,018
V =4,500 L

for 0;,018> L. >0

SMPTE240M (1987)
v'=4,11151.945-0,1115

for Lo>0,0228
V=40L¢

for 0,0228> L,

Linear transfer characteristics

Logarithmic transfer characteristic (100:1 range)
V = 1.0-Log1g(Lc)/2

for1=L,=0.01
V=0.0

for 0.01> L¢
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10 Logarithmic transfer characteristic (316.22777:1 range)
V = 1.0-Log1g(Lc)/2.5

for 1= L, = 0.0031622777

V=0.0
for 0.0031622777> L

11-255 reserved

chrominange signals from the green, blue, and red primaries, and is defined in Table 6-9.

In this table:

E’y is analogue with values between 0 and 1
E’'pp and E’pRr are analogue between the values -0,5 and-0,5
E'R, E'G and E’'g are analogue with values between¢0and 1
White is defined as E'y=1, E'pp=0, E'pr=0; E'R'ZE'G =E'B=1.
Y, Cb and Cr are related to E'y, E'’pg and E'PR by the following formulae:
if video_range=0:
Y=(219*2" *Ey) + 2",
Cb=(224*2"*Epgy+2""
Cr=(224*2"*EpR) + 2"
if video_range=1.:
Y =(@-1) *EY)
Cb=((2"-1) *Epg) +2"
Cr=((2"-1)*EPR) +2"
forn-bit video.

For example, for 8 bit video,

This 8-bit integer describes the matrix coefficients used in deriving lu

the transfer

minance and

video_range=0 gives a range of Y from 16 to 235, Cb and Cr from 16 to 240;

video_range=1 gives a range of Y from 0 to 255, Cb and Cr from O to 255.

Table 6-9 -- Matrix Coefficients

Value Matrix

0 (forbidden)
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In the case
coefficients a

1 Recommendation ITU-R BT.709
E'y =0,7152 E'g + 0,0722 E'g + 0,2126 E'R

E'pg = -0,386 E'g + 0,500 E'g -0,115 E'R

E'pR = -0,454 E'g - 0,046 E'g + 0,500 E'R

2 Unspecified Video

Image characteristics are unknown.

3 reserved

4 ECC

© ISO/IEC

Ey=059FEg+011Eg+0,30E'R
E'pg= -0,331 E'g+ 0,500 E'g -0,169 E'R

E'pr=-0,421E'g-0,079 E'g + 0,500 E'R

5 Recommendation ITU-R BT.470-2 System B,"\G
E'y =0,587 E'g + 0,114 E'g + 0,299 E'R

E'pg =-0,331 E'g + 0,500 E'g -0;169 E'R

E'pr =-0,419 E'g - 0,081 E'g+0,500 E'R

6 SMPTE 170M
E'y = 0,587 E'g +0;114 E'g + 0,299 E'R

E'pg = -0,33L.E'Q + 0,500 E'g -0,169 E'R

E'pr=:0419E'g - 0,081 E'g + 0,500 E'R

7 SMPTE 240M (1987)
E'y =0,701 E'g + 0,087 E'g + 0,212 E'R

E'pg =-0,384 E'g + 0,500 E'g -0,116 E'R

E'pRr =-0,445 E'g - 0,055 E'g + 0,500 E'R

8-255 reserved

that\video_signal_type() is not present in the bitstream or colour_description is zero
e.assumed to be those corresponding to matrix_coefficients having the value 1.

the matrix

In the case that video_signal_type() is not present in the bitstream, video_range is assumed to have the value 0 (a
range of Y from 16 to 235 for 8-bit video).

6.3.2.1 User data

user_data_start_code: The user_data_start_code is the bit string ‘000001B2’ in hexadecimal. It identifies the
beginning of user data. The user data continues until receipt of another start code.

user_data: This is an 8 bit integer, an arbitrary number of which may follow one another. User data is defined by
users for their specific applications. In the series of consecutive user_data bytes there shall not be a string of 23 or
more consecutive zero bits.
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6.3.3 Video Object Layer

video_object_layer_start_code: The video_object _layer_start code is a string of 32 bits. The first 28 bits are
‘0000 0000 0000 0000 0000 0001 0010° in binary and the last 4-bits represent one of the values in the range of
‘0000’ to ‘1111’ in binary. The video_object_layer_start_code marks a new video object layer.

video_object_layer_id: This is given by the last 4-bits of the video_object layer start code. The
video_object_layer_id uniquely identifies a video object layer.

short_video_header: The short_video_header is an internal flag which is set to 1 when an abbreviated header
format is used for video content. This indicates video data which begins with a short_video_start_marker rather than
a longer start code such as visual _object start code. The short header format is included herein to provide
forward compatibility with video codecs designed using the earlier video coding specification ITU-T
Recommendation 263~ AH—deeede whieh—stpie vicleo—obiee e kepder formats
(short_vidqgo_header equal to 0 or 1) for the subset of video tools that is expressible in either form.

video_plane_with_short_header(): This is a syntax layer encapsulating a video plane which ‘has only the limited
set of capagbilities available using the short header format.

random_accessible_vol: This flag may be set to “1” to indicate that every VORXin this VOL |s individually
decodable] If all of the VOPs in this VOL are intra-coded VOPs and some mare” conditions are gatisfied then
random_agcessible_vol may be set to “1". The flag random_accessible_vol is, fiot used by the decoding process.
random_agcessible_vol is intended to aid random access or editing capability, This shall be set to “Or" if any of the
VOPs in the VOL are non-intra coded or certain other conditions are not fulfilled.

video_objgect_type_indication: Constrains the following bitstream to*use tools from the indicated object type only,
e.g. Simplg Object or Core Object, as shown in Table 6-10.

Table 6-10 -- FLC table for video “object_type indication

Video Object Type Code
Reserved 00000000
Simple Object Type 00000001
Simple Scalable Object Type 00000010
Core Object Type 00000011
Main Object Type 00000100
N-bit Object Type 00000101
BasicvAnim. 2D Texture 00000110
Anim. 2D Mesh 00000111
Simple Face 00001000
Stitt-Scatabte-TFexture 86661661
Reserved 00001010- 111112111

is_object_layer_identfier: This is a 1-bit code which when set to ‘1’ indicates that version identification and priority
is specified for the visual object layer. When set to ‘0’, no version identification or priority needs to be specified.

video_object_layer_verid: This is a 4-bit code which identifies the version number of the video object layer. Its

meaning is defined in Table 6-11. If both visual_object_verid and video_object_layer_verid exist, the semantics of
video_object_layer_verid supersedes the other.
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Table 6-11 -- Meaning of video_object_layer_verid

video_object_layer_verid Meaning
0000 reserved
0001 ISO/IEC 14496-2
0010 - 1111 reserved

© ISO/IEC

video_object_layer_priority: This is a 3-bit code which specifies the priority of the video object layer. It takes
values between 1 and 7, with 1 representing the highest priority and 7, the lowest priority. The value of zero is

reserved.

aspect_ratio

| info: This is a four-bit integer which defines the value of pixel aspect ratio. Table 6312|shows the

meaning of the code. If aspect_ratio_info indicates extended PAR, pixel_aspect_ratio is represented by par_width

and par_heig

par_width: T
forbidden.

par_height:
forbidden.

vol_control_|
chroma_form

nt. The par_width and par_height shall be relatively prime.

Table 6-12 -- Meaning of pixel aspect ratio

aspect_ratio_info pixel aspect ratios

0000 Forbidden
0001 1:1 (Square)
0010 12:11 (625-type for'4:3 picture)
0011 10:11 (5254ype for 4:3 picture)
0100 16:11 (625-type stretched for 16:9 picture)
0101 40:33 (525<type stretched for 16:9 picture)

0110-1110 Reserved
1111 extended PAR

at, low_delay, and vbv_parameters.

chroma_forn

hat” This is a two bit integer indicating the chrominance format as defined in the Table 6-13

'his is an 8-bit unsigned inteéger which indicates the horizontal size of pixel aspect ratio. A z¢ro value is

This is an 8-bit gnsigned integer which indicates the vertical size of pixel aspect ratio. A zgro value is

parameters: This a one-bit flag which when set to ‘1’ indicates presence of the following garameters:
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Table 6-13 -- Meaning of chroma_format

chroma_format | Meaning
00 reserved
01 4:2:0
10 reserved
11 reserved
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low_delay : This is a one-bit flag which when set to ‘1’ indicates the VOL contains no B-VOPs.

vbv_parameters: This is a one-bit flag which when set to ‘1’ indicates presence of following VBV parameters:
first_half bit_rate, latter_half bit rate, first_half vbv_buffer_size, latter_half vbv_buffer_size,
first_half_vbv_occupancy and latter_half_vbv_occupancy. The VBV constraint is defined in annex D.

first_half_bit_rate, latter_half_bit_rate: The bit rate is a 30-bit unsigned integer which specifies the bitrate of the
bitstream measured in units of 400 bits/second, rounded upwards. The value zero is forbidden. This value is divided
to two parts. The most significant bits are in first_half_bit_rate (15 bits) and the least significant bits are in
latter_half bit_rate (15 bits). The marker_bit is inserted between the first_half bit_rate and the latter_half bit_rate in
order to avoid the resync_marker emulation. The instantaneous video object layer channel bit rate seen by the
encoder is denoted by R (t) in bits per second. If the bit_rate (i.e. first_half_bit_rate and latter_half_bit_rate) field in
the VOL header is present, it defines a peak rate (in units of 400 bits per second; a value of 0 is forbidden) such that

R,, (1) <= 4p0< it Tate Note that R_(ty TOUts Onty visua Symntax for the CUITent efenentary Stream (ajso see annex
D).

first_half vbv_buffer_size, latter_half_vbv_buffer_size: vbv_buffer_size is an 18-bit unsigned |integer. This
value is diyided into two parts. The most significant bits are in first_half_vbv_buffer_size-(15 bits) fand the least
significant pits are in latter_half _vbv_buffer_size (3 bits), The VBV buffer size is specifiedin units of 16384 bits. The
value 0 for|vbv_buffer_size is forbidden. Define B = 16384 x vbv_buffer_size to be thé, VBV buffer size|in bits.

first_half vbv_occupancy, latter_half_vbv_occupancy: The vbv_occupaney.i$ a 26-bit unsigned| integer. This
value is divided to two parts. The most significant bits are in first_half_viv:ioccupancy (11 bits) gnd the least
significant | bits are in latter_half vbv_occupancy (15 bits). The.(marker_bit is inserted petween the
first_vbv_buffer_size and the latter_half _vbv_buffer_size in order to aveid-the resync_marker emulatipn. The value
of this intgdger is the VBV occupancy in 64-bit units just before the~removal of the first VOP following the VOL
header. The purpose for the quantity is to provide the initial condition for VBV buffer fullness.

video_objgect_layer_shape: This is a 2-bit integer defined in Table 6-14. It identifies the shape type of a video
object laye}.

Table 6-14 -- Videa Object Layer shape type

Shape format Meaning
00 rectangular
01 binary
10 binary only
11 grayscale

vop_time |increment ‘resolution: This is a 16-bit unsigned integer that indicates the number of gvenly spaced
subintervals, called*ticks, within one modulo time. One modulo time represents the fixed interval of ong second. The
value zero|is forbidden.

fixed_vop_rate: This is a one-bit flag which indicates that all VOPs are coded with a fixed VOP rate. It shall only be
1" if and only if all the distances between the display time of any two successive VOPs in the display order in the
video object layer are constant. In this case, the VOP rate can be derived from the fixed VOP_time_increment. If it
is '0" the display time between any two successive VOPs in the display order can be variable thus indicated by the
time stamps provided in the VOP header.

fixed_vop_time_increment: This value represents the number of ticks between two successive VOPs in the
display order. The length of a tick is given by VOP_time_increment_resolution. It can take a value in the range of
[0,VOP_time_increment_resolution). The number of bits representing the value is calculated as the minimum
number of unsigned integer bits required to represent the above range. fixed_VOP_time_increment shall only be
present if fixed VOP_rate is '1' and its value must be identical to the constant given by the distance between the
display time of any two successive VOPs in the display order. In this case, the fixed VOP rate is given as
(VOP_time_increment_resolution / fixed_VOP_time_increment). A zero value is forbidden.
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EXAMPLE
VOP time

=tick x vop_time_increment

=vop_time_increment / vop_time_increment_resolution

© ISO/IEC

Table 6-15 -- Examples of vop_time_increment_resolution, fix_vop_time_increment, and

vop_time_increment

Fixed

1/VOP time

VOP rate

vop_time_increment_
resolution

fixed_vop_time_
increment

vop_time_increment

15Hz

15 1 0,1,23,4,..

7.5Hz

15 2 0,2,4,6,8,...

29.97|.

Hz 30000 1001

0, 1001, 2002, 3003...

59.94/.

Hz 60000 1001

0, 1001, 2002,-3003}...

video_objec
the displayab
VOPs in ma
VOPs.

video_objec
the displayab
VOPs in ma
VOPs.

interlaced:
this flag is set

obmc_disab
sprite_enabl

sprite_width

e part of the luminance component in pixel units. The width of the encaded luminance co
croblocks is (video_object layer width+15)/16. The displayable part-is left-aligned in th

e part of the luminance component in pixel units. The height*of'the encoded luminance co
troblocks is (video_object_layer_height+15)/16. The displayable part is top-aligned in th

This is a 1 bit flag which, when set to “1” indicates that the VOP may contain interlaced vi

to “0”, the VOP is of non-interlaced (or progressive) format.
e: This is a one-bit flag which when set to:“1* disables overlapped block motion compensati
p: This is a one-bit flag which when setjto ‘1’ indicates the presence of sprites.

This is a 13-bit unsigned integef.which identifies the horizontal dimension of the sprite.

sprite_heigh

sprite_left_c
sprite_left_co

sprite_top_c
sprite_left_co

no_of_sprit

. This is a 13-bit unsignediinteger which identifies the vertical dimension of the sprite.

ordinate — This is & 13-bit signed integer which defines the left-edge of the sprite. TH
rdinate shall be divisible by two.

ordinate: This”is a 13-bit signed integer which defines the top edge of the sprite. TH
rdinate shall\be divisible by two.

warping_ points:

_layer_height: The video_object_layer_height is a 13-bit unsigned integer representing th

_layer_width: The video_object_layer_width is a 13-bit unsigned integeritepresenting the width of

mponent of
e encoded

e height of
mponent of
F encoded

deo. When

e value of

e value of

ts used in

sprite warping. When its value is 0 and when sprite_enable is set to ‘1’, warping is identity (stationary spilite) and no
coordinates rieedto be coded. When its value is 4, a perspective transform is used. When its value is

This is a 6-bit unsigned integer which represents the number of poijv

, 2 or 3, an

affine transform is used. Further, the case of value 1 is separated as a special case from that of values 2 or 3.
Table 6-16 shows the various choices.
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Table 6-16 -- Number of point and implied warping function

Number of points warping function
0 Stationary

1 Translation

2,3 Affine

4 Perspective
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sprite_warping_accuracy — This is a 2-bit code which indicates the quantization accuracy of motion vectors used
in the warping process for sprites. Table 6-17 shows the meaning of various codewords

Table 6-17 -- Meaning of sprite warping accuracy codewords

code sprite_warping_accuracy
00 Y pixel

01 Ya pixel

10 1/8 pixel

11 1/16 pixel

sprite_brightness_change: This is a one-bit flag which when set to ‘1’ indicates a changehin-brig

sprite warp

low_laten
sprite, alte

not_ 8 bit:

quant_pre

and 9 are allowed. When not_8_bit is zero, and therefore quant_precision is not transmitted, it takes a

of 5.

bits_per_g
different vi
This field 1
data precis
of bits per
video obje

no_gray_G

grayscale @lpha data. When this flag-is:set to ‘0’, the grayscale alpha quantiser is updated on every n

generating
description

compositi
object in th
See subcls

linear_con
When set t

ing, alternatively, a value of ‘0’ means no change in brightness.

y_sprite_enable: This is a one-bit flag which when set to "1" indicates the’ presence d
natively, a value of "0" means basic sprite.

This one bit flag is set when the video data precision is not 8 bits pet,pixel.

cision: This field specifies the number of bits used to represent’ quantiser parameters. Valu

ixel: This field specifies the video data precision in bits per pixel. It may take differq
leo object layers within a single video object. "A"value of 12 in this field would indicate 12
nay take values between 4 and 12. When\not_8_bit is zero and bits_per_pixel is not pres
ion is always 8 bits per pixel, which is equivalent to specifying a value of 8 in this field. The
pixel is used in the luminance and two’chrominance planes. The alpha plane, used to sp¢
ts, is always represented with 8 bits-per pixel.

uant_update: This is a one bit-flag which is set to ‘1’ when a fixed quantiser is used for th
it anew from the luminance quantiser value, but with an appropriate scale factor app|
in subclause 7.5.4.3.

e compositor. When set to ‘0", cross-fading shall be used. When set to ‘1’, additive mixing

use 7.5.4.6¢

nposition: This is a one bit flag which indicates the type of signal used by the compos
p.‘0”, the video signal in the format from which it was produced by the video decoder is used

ntness during

f low_latency

es between 3
default value

nt values for
bits per pixel.
bnt, the video
same number
bcify shape of

e decoding of
hacroblock by
ied. See the

pbn_method: Thisis a one bit flag which indicates which blending method is to be appliedl to the video

thall be used.

ting process.
. When set to

‘1’, linear s

gn:\lc are-used.-See subclause 7.5.4.6.

guant_type: This is a one-bit flag which when set to ‘1’ that the first inverse quantisation method and when set to
‘0’ indicates that the second inverse quantisation method is used for inverse quantisation of the DCT coefficients.
Both inverse quantisation methods are described in subclause 7.4.4. For the first inverse quantization method, two
matrices are used, one for intra blocks the other for non-intra blocks.

87


https://iecnorm.com/api/?name=42e96055e0a857137b291f45b0f3a2a3

ISO/IEC 14496-2:1999(E) © ISO/IEC

The default matrix for intra blocks is:

17 18 19 21 23 25 27 28
20 21 22 23 24 26 28 30
21 22 23 24 26 28 30 32
22 23 24 26 28 30 32 35
23 24 26 28 30 32 35 38
25 26 28 30 32 35 38 41

27 28 30 32 35 38 41 45

The default mjatrix for non-intra blocks is:

16 17 18 19 20 21 22 23
17 18 19 20 21 22 23 24
18 19 20 21 22 23 24 25
19 20 21 22 23 24 26 2¢(
20 21 22 23 25 26 2728
21 22 23 24 26 2)pVv28 30
22 23 24 26 27\28 30 31
23 24 25 27~28 30 31 33

load_intra_guant_mat: This is a one-bit flag which is set to ‘1’ when intra_quant_mat follows. If it is sef to ‘0’ then
there is no change in the values that shall be used.

intra_quant_[mat: This is a list of 2 to/64.€ight-bit unsigned integers. The new values are in zigzag scan order and
replace the grevious values. A value of O indicates that no more values are transmitted and the remdining, non-
transmitted v@lues are set equal to'the last non-zero value. The first value shall always be 8 and is not psed in the
decoding progess.

load_nonintfa_quant_mati*This is a one-bit flag which is set to ‘1’ when nonintra_quant_mat follows. If it is set to
‘0’ then therefis no changg-in the values that shall be used.

nonintra_quant_mat: This is a list of 2 to 64 eight-bit unsigned integers. The new values are in zigzag|scan order
and replace the‘previous values. A value of 0 indicates that no more values are transmitted and the remaining, non-

H L " + ool o th | f oo oo ol Tk firot ol hall nat I fa)
transmitted vatues-are-set eftartotheasStho-Zero-varde e St varde-Shamr ot De-o:

load_intra_quant_mat_grayscale: This is a one-bit flag which is set to ‘1’ when intra_quant_mat_grayscale
follows. If it is set to ‘0’ then there is no change in the quantisation matrix values that shall be used.

intra_quant_mat_grayscale: This is a list of 2 to 64 eight-bit unsigned integers defining the grayscale intra alpha
guantisation matrix to be used. The semantics and the default quantisation matrix are identical to those of
intra_quant_mat.

load_nonintra_quant_mat_grayscale: This is a one-bit flag which is set to ‘I’ when

nonintra_quant_mat_grayscale follows. If it is set to ‘0’ then there is no change in the quantisation matrix values that
shall be used.
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nonintra_quant_mat_grayscale: This is a list of 2 to 64 eight-bit unsigned integers defining the grayscale nonintra
alpha quantisation matrix to be used. The semantics and the default quantisation matrix are identical to those of
nonintra_quant_mat.

complexity estimation_disable: This is a one-bit flag which, when set to '1', disables complexity estimation
header in each VOP.

estimation_method : Setting of the of the estimation method,it is ,00“ for Version 1.

shape_complexity _estimation_disable: This is a one-bit flag which when set to '1' disables shape complexity
estimation.

opaque: Flag enabling transmission of the number of luminance and chrominance blocks coded using opaque

coding moge--3%-ofthetotat-rumberof-blocks{beundingrectangley———————————————————————

transparemt: Flag enabling transmission of the number of luminance and chrominance hlocks|coded using
transparent mode in % of the total number of blocks (bounding rectangle).

intra_cae:| Flag enabling transmission of the number of luminance and chrominance blocks coded uging IntraCAE
coding mogle in % of the total number of blocks (bounding rectangle).

inter_cae:| Flag enabling transmission of the number of luminance and chrominance blocks coded uging InterCAE
coding mogle in % of the total number of blocks (bounding rectangle).

no_updat¢: Flag enabling transmission of the number of luminance(and chrominance blocks cofled using no
update coding mode in % of the total number of blocks (bounding rectangte).

upsampling: Flag enabling transmission of the number ofsluminance and chrominance blocky which need
upsampling from 4-4- to 8-8 block dimensions in % of the total‘pumber of blocks (bounding rectangle).

texture_cgmplexity _estimation_set_1 disable: Flag to\disable texture parameter set 1.

intra_blocks: Flag enabling transmission of the number of luminance and chrominance Intra or Ihtra+Q coded
blocks in % of the total number of blocks (bounding-rectangle).

inter_blocks: Flag enabling transmission_ofythe number of luminance and chrominance Inter and Ipter+Q coded
blocks in % of the total number of blocks\(bounding rectangle).

interdv_blpcks: Flag enabling transmission of the number of luminance and chrominance Inter4V cqded blocks in
% of the tofal number of blocks (bounding rectangle).

not_coded_blocks: Flagenabling transmission of the number of luminance and chrominance Non [Coded blocks
in % of the|total number of blocks (bounding rectangle).

texture_camplexity \estimation_set_2_disable: Flag to disable texture parameter set 2.

dct_coefs| FElag/enabling transmission of the number of DCT coefficients % of the maximum number pf coefficients
(coded blogks):

dct_lines: Flag enabling transmission of the number of DCT8x1 in % of the maximum number of DCT8x1 (coded
blocks).

vlc_symbols: Flag enabling transmission of the average number of VLC symbols for macroblock.
vilc_bits: Flag enabling transmission of the average number of bits for each symbol.
motion_compensation_complexity disable: Flag to disable motion compensation parameter set.

apm (Advanced Prediction Mode): Flag enabling transmission of the number of luminance block predicted using
APM in % of the total number of blocks for VOP (bounding rectangle).
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npm (Normal Prediction Mode): Flag enabling transmission of the number of luminance and chrominance blocks
predicted using NPM in % of the total number of luminance and chrominance for VOP (bounding rectangle).

interpolate_mc_q: Flag enabling transmission of the number of luminance and chrominance interpolated blocks in

% of the total

number of blocks for VOP (bounding rectangle).

forw_back_mc_q: Flag enabling transmission of the number of luminance and chrominance predicted blocks in %

of the total nu

mber of blocks for VOP (bounding rectangle).

halfpel2: Flag enabling transmission of the number of luminance and chrominance block predicted by a half-pel
vector on one dimension (horizontal or vertical) in % of the total number of blocks (bounding rectangle).

halfpel4: Flag enabllng transm|55|on of the number of luminance and chrominance block predlcted by a half-pel

anaiakna-Lharizantal-an 0 ha-taot blackaL

vector on tw

resync_mark
coded VOPs.
carried out wi

data_partitio
differently, sp

reversible v
B-23, Table B
when data_p
(Table B-24 3

scalability:
current layer

hierarchy_ty|
is defined as

ref layer_id:
reference for

ref_layer_sal
layer (specifie

i a o aftha ol mbaraf baradia.
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This flag can be used only for the optimization of the decoder operation. Successful*decoq
thout taking into account the value of this flag.

ned: This is a one-bit flag which when set to ‘1’ indicates that the magroblock data is
pcifically, motion vector data is separated from the texture data (i.e., DCT'coefficients).

c: This is a one-bit flag which when set to ‘1’ indicates that the revérSible variable length t

hrtition flag is enabled. Note that this flag shall be treated as ‘@) in B-VOPs. Use of escaps
nd Table B-25) for encoding the combinations listed in Table B-23 is prohibited.

his is a one-bit flag which when set to ‘1’ indicates thatthe current layer uses scalable cg
s used as base-layer then this flag is set to ‘0.

pe: The hierarcical relation between the assocCiated hierarchy layer and its hierarchy embsg
shown in Table 6-18.

Table 6-18 -- Code table for hierarchy_type

Description Code
ISO/IEC-14496-2 Spatial Scalability 0
ISO/IEC 14496-2 Temporal Scalability 1

prediction(s)-in the case of scalability.

mpling.direc: This is a one-bit flag which when set to ‘1’ indicates that the resolution of th
ddy reference_layer_id) is higher than the resolution of the layer being coded. If it is set to

er_disable: This is a one-bit flag which when set to ‘1* indicates that there is no resynd |

al
-24 and Table B-25) should be used when decoding DCT coefficients. These tables can orrl

marker in
ing can be

Fearranged

les (Table
y be used
sequence

ding. If the

dded layer

This is a 4-bit unsigned integer with value between 0 and 15. It indicates the layer to e used as

b reference
0’ then the

reference lay

br has the same or lower resolution then the resolution of the In\]/nr hning coded

hor_sampling_factor_n: This is a 5-bit unsigned integer which forms the numerator of the ratio used in horizontal

spatial resam

pling in scalability. The value of zero is forbidden.

hor_sampling_factor_m: This is a 5-bit unsigned integer which forms the denominator of the ratio used in
horizontal spatial resampling in scalability. The value of zero is forbidden.

vert_sampling_factor_n: This is a 5-bit unsigned integer which forms the numerator of the ratio used in vertical

spatial resam

pling in scalability. The value of zero is forbidden.

vert_sampling_factor_m: This is a 5-bit unsigned integer which forms the denominator of the ratio used in vertical

spatial resam
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enhancement_type: This is a 1-bit flag which is set to ‘1’ when the current layer enhances the partial region of the
reference layer. If it is set to ‘0’ then the current layer enhances the entire region of the reference layer. The default
value of this flag is ‘0'.

6.3.4 Group of Video Object Plane

group_vop_start_codeessThe group_vop_start_code is the bit string ‘000001B3’ in hexadecimal. It identifies the
beginning of a GOV header.

time_codese*This is a 18-bit integer containing the following: time_code_hours, time_code_minutes, marker_bit and
time_code_seconds as shown in Table 6-19. The parameters correspond to those defined in the IEC standard
publication 461 for “time and control codes for video tape recorders”. The time code specifies the modulo part (i.e.
the full second units) of the time base for the first object plane (in display order) after the GOV header.

Table 6-19 -- Meaning of time_code

time_code range of value No. of bits | Mnemonic
time_code_hours 0-23 5 uimsbf
time_code_minutes 0-59 6 timsbf
marker_bit 1 1 bslbf
time_code_seconds 0-59 6 uimsbf

closed_gdvee*This is a one-bit flag which indicates the nature ofcthe predictions used in the first cpnsecutive B-
VOPs (if any) immediately following the first coded I-VOP afternthe GOV header .The closed_gov i§ set to ‘1’ to
indicate that these B-VOPs have been encoded using only backward prediction or intra coding. This bit is provided
for use during any editing which occurs after encoding4if>the previous pictures have been removed by editing,
broken_link may be set to ‘1’ so that a decoder mayzavoid displaying these B-VOPs following the first I-VOP
following the group of plane header. However if the closed_gov bit is set to ‘1’, then the editor may chopse not to set
the broken| link bit as these B-VOPs can be correctly decoded.

broken_linkessThis is a one-bit flag which shall'be set to ‘0’ during encoding. It is set to ‘1’ to indicat¢ that the first
consecutive B-VOPs (if any) immediately, following the first coded I-VOP following the group of plang header may
not be cortlectly decoded because the:réference frame which is used for prediction is not available (bpcause of the
action of egliting). A decoder may use this flag to avoid displaying frames that cannot be correctly decodgled.

6.3.5 Vid¢o Object Plane and.Video Plane with Short Header
vop_start |code: This is the/bit string ‘000001B6’ in hexadecimal. It marks the start of a video object plane.

vop_codirg_type:~Fhe vop_coding_type identifies whether a VOP is an intra-coded VOP (l), predictive-coded
VOP (P), bidirectionally predictive-coded VOP (B) or sprite coded VOP (S). The meaning of vop_doding_type is
defined in Tablé 6-20.

Table 6-20 -- Meaning of vop_coding_type

vop_coding_type coding method

00 intra-coded (1)

01 predictive-coded (P)

10 bidirectionally-predictive-coded (B)
11 sprite (S)
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modulo_time_base: This value represents the local time base in one second resolution units (1000 milliseconds).
It consists of a number of consecutive ‘1’ followed by a ‘0’. Each ‘1’ represents a duration of one second that have
elapsed. For |- and P-VOPs of a non scalable bitstream and the base layer of a scalable bitstream, the number of
‘1's indicate the number of seconds elapsed since the synchronization point marked by time_code of the previous
GOV header or by modulo_time_base of the previously decoded I- or P-VOP, in decoding order. For B-VOP of non
scalable bitstream and base layer of scalable bitstream, the number of ‘1’s indicate the number of seconds elapsed
since the synchronization point marked in the previous GOV header, I-VOP, or P-VOP, in display order. For I-, P-, or
B-VOPs of enhancement layer of scalable bitstream, the number of ‘1’s indicate the number of seconds elapsed
since the synchronization point marked in the previous GOV header, I-VOP, P-VOP, or B-VOP, in display order.

vop_time_increment: This value represents the absolute vop_time_increment from the synchronization point
marked by the modulo_time_base measured in the number of clock ticks. It can take a value in the range of
[0,vop_time_increment_resolution). The number of bits representing the value is calculated as the minimum number

of unsigned
recovered by

vop_coded:

case, the follg
‘binary’ or ‘bir
VO (i.e. whe
having the sg
used in the

respective co

vop_roundirn
value interpo
0, and when

VOP header,

vop_width:
includes the
The rectanglg

vop_height:
includes the
The rectanglg

vop_horizon
position of

vop_horizont@l_mc_spatial_ref shall be divisible by two. This is used for decoding and for picture compos

vop_vertical
the top left of
divisible by t
and for pictur

background|

Mteger DItS required 10 Tepresent the apbove range. The local ume base I the unis of
dividing this value by the vop_time_increment_resolution.

This is a 1-bit flag which when set to ‘0’ indicates that no subsequent data exists+for'the
wing decoding rule applies: For an arbitrarily shaped VO (i.e. when the shape typ€e” of the
ary only’), the alpha plane of the reconstructed VOP shall be completely transparent. For a
h the shape type of the VO is ‘rectangular’), the corresponding rectangular’alpha plane o
me size as its luminance component, shall be completely transparent, If there is no alpha §
Hecoding and composition process of a rectangular VO, the reconstructed VOP is fillg
ntent of the immediately preceding VOP for which vop_coded!=0.

g_type: This is a one-bit flag which signals the value of the parameter rounding_control us

his flag is set to ‘1, the value of rounding_control is 1.4¥hen vop_rounding_type is not pr¢
the value of rounding_control is O.

This is a 13-bit unsigned integer which specifies.thie horizontal size, in pixel units, of the red
VOP. The width of the encoded luminance g¢emponent of VOP in macroblocks is (vop_wi
part is left-aligned in the encoded VOP. A:zéro value is forbidden.

This is a 13-bit unsigned integer whi¢h specifies the vertical size, in pixel units, of the reg
OP. The height of the encoded luminance component of VOP in macroblocks is (vop_hei
part is top-aligned in the encodéd-VOP. A zero value is forbidden.

tal_mc_spatial_ref: This)is a 13-bit signed integer which specifies, in pixel units, the
the top left of the Trectangle defined by horizontal size of vop_width. The

| mc_spatial_ref.)This is a 13-bit signed integer which specifies, in pixel units, the vertical
the rectangle-defined by vertical size of vop_width. The value of vop_vertical_mc_spatial_
o for progréessive and divisible by four for interlaced motion compensation. This is used fo
b compaosition.

| camposition: This flag only occurs when scalability flag has a value of “1. This_flag

econds is

OP. In this
O is either
ectangular
f the VOP,
lane being
d with the

pd for pixel

ation in motion compensation for P-VOPs. When this flag is'set to ‘0’, the value of rounding_control is

sent in the

tangle that
ith+15)/16.

tangle that
jht+15)/16.

horizontal

value of
ition.
position of

ef shall be
decoding

is used in

conjunction v

) i) R £l LE L PR - A (N - £l - A L 1 (] N
thenhancement _type—flag—fenhancement type s~ and-thrs—fragts— I hackground—composition

specified in subclause 8.1 is performed. If enhancement type is “1” and this flag is “0”, any method can be used to
make a background for the enhancement layer.

change_conv_ratio_disable: This is a 1-bit flag which when set to ‘1’ indicates that conv_ratio is not sent at the
macroblock layer and is assumed to be 1 for all the macroblocks of the VOP. When set to ‘0’, the conv_ratio is
coded at macroblock layer.

vop_constant_alpha: This bit is used to indicate the presence of vop_constant_alpha_value. When this is set to
one, vop_constant_alpha_value is included in the bitstream.

vop_constant_alpha_value: This is an unsigned integer which indicates the scale factor to be applied as a post
processing phase of binary or grayscale shape decoding. See subclause 7.5.4.2.
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intra_dc_vlc_thr: This is a 3-bit code allows a mechanism to switch between two VLC’s for coding of Intra DC
coefficients as per Table 6-21.

Table 6-21 -- Meaning of intra_dc_vlc_thr

Where rur
immediate
first coded

for the curent macroblock.

top_field_|
line) of rec
set to “0” it

alternate_|
for interlac

sprite_trapsmit_mode: This is a 2-bit code-which signals the transmission mode of the sprite ob

object laye
entire vide
mode. W
andquality
different s

index meaning of intra_dc_vic_thr code
0 Use Intra DC VLC for entire VOP 000
1 Switch to Intra AC VLC at running Qp >=13 001
2 Switch to Intra AC VLC at running Qp >=15 010
3 Switch to Intra AC VLC at running Qp >=17 011
4 Switch to Intra AC VLC at running Qp >=19 100
5 Switch to Intra AC VLC at running Qp >=21 101
6 Switch to Intra AC VLC at running Qp >=23 110
7 Use Intra AC VLC for entire VOP 111

ning Qp is defined as the DCT quantization parameter for luminance and chromina

macroblock in a VOP or a video packet, the running Qp is defined as the quantization pal

first: This is a 1-bit flag which when set to “1” indicates that the top field (i.e., the field cont
pnstructed VOP is the first field to be displayed (output by the decoding process). When to
indicates that the bottom field of the reconstructed.\VOP is the first field to be displayed.

vertical_scan_flag: This is a 1-bit flag whiech“when set to “1” indicates the use of alternats
bd VOPSs.

I initialization, the code is set to \piece” mode. When all object and quality update pieces a
D object layer, the code is set\to.the “stop’mode. When an object piece is sent, the code is
en an update piece is being-sent, the code is set to the “update” mode. When all sprite
update pieces for the current VOP are sent, the code is set to “pause” mode. Table 6-
rite transmit modes,

Table 6-22 -- Meaning of sprite transmit modes

hce used for

y previous coded macroblock, except for the first coded macroblock in a VOP or a video packet. At the

ameter value

pining the top
p_field_first is

vertical scan

ect. At video
e sent for the
set to “piece”
object pieces
P2 shows the

eode sprite_transmit_mode
00 stop

01 piece

10 update

11 pause

vop_quant: This is an unsigned integer which specifies the absolute value of quant to be used for dequantizing the
macroblock until updated by any subsequent dquant, dbquant, or quant_scale. The length of this field is specified by
the value of the parameter quant_precision. The default length is 5-bits which carries the binary representation of
guantizer values from 1 to 31 in steps of 1.

vop_alpha_quant: This is a an unsigned integer which specifies the absolute value of the initia
guantiser to be used for dequantising macroblock grayscale alpha data. The alpha plane quantiser cannot be less

than 1.

| alpha plane
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vop_fcode_forward: This is a 3-bit unsigned integer taking values from 1 to 7; the value of zero is forbidden. It is
used in decoding of motion vectors.

vop_fcode_backward: This is a 3-bit unsigned integer taking values from 1 to 7; the value of zero is forbidden. It is
used in decoding of motion vectors.

vop_shape_coding_type: This is a 1 bit flag which specifies whether inter shape decoding is to be carried out for
the current P VOP. If vop_shape_coding_type is equal to ‘0", intra shape decoding is carried out, otherwise inter
shape decoding is carried out.

Coded data for the top-left macroblock of the bounding rectangle of a VOP shall immediately follow the VOP header,
followed by the remaining macroblocks in the bounding rectangle in the conventional left-to-right, top-to-bottom scan
order. Video packets shall also be transmltted following the convennonal left-to-right, top -to-bottom macroblock scan
order. The I3 wing video
packet in the MB scan order.

load_backward_shape: This is a one-bit flag which when set to ‘1’ implies that the backward shape-of the previous
VOP in the sime layer is copied to the forward shape for the current VOP and the backward‘shape of the current
VOP is decoded from the bitstream. When this flag is set to ‘0’, the forward shape of the previous VOP is copied to
the forward_ghape of the current VOP and the backward shape of the previous VOP in the-same layer is copied to
the backward shape of the current VOP. This flag shall be ‘1’ when (1) backgreund_composition|is ‘1’ and
vop_coded of the previous VOP in the same layer is ‘0’ or (2) background_composition is ‘1’ and the curient VOP is
the first VOP |n the current layer.

backward_s
rectangle thal

backward_s
rectangle tha

backward_s
horizontal po
for picture co

backward_s
vertical positi

picture compasition.

backward_sh
of I-VOP with

hape_width: This is a 13-bit unsigned integer which specifies’the” horizontal size, in pixel U
includes the backward shape. A zero value is forbidden.

hape_height: This is a 13-bit unsigned integer which.specifies the vertical size, in pixel |
includes the backward shape. A zero value is forbidden.

hape_horizontal_mc_spatial_ref: This is a 13-bit signed integer which specifies, in pixe
Sition of the top left of the rectangle that includes the backward shape. This is used for de|
mposition.

hape_vertical_mc_spatial_ref: Thisdis a 13-bit signed integer which specifies, in pixe
bn of the top left of the rectangle that'includes the backward shape. This is used for decod

hpe(): The decoding process of the backward shape is identical to the decoding process fo
binary only mode (video_object_layer_shape = “10").

load_forwardg_shape: This is @ one-bit flag which when set to ‘1’ implies that the forward shape is de
the bitstream| This flag shall be) ‘1" when (1) background_composition is ‘1’ and vop_coded of the previg
the same laygr is ‘0’ or (2)<hackground_composition is ‘1’ and the current VOP is the first VOP in the curre

forward_shape_width;) This is a 13-bit unsigned integer which specifies the horizontal size, in pixel U
rectangle tha{ includes the forward shape. A zero value is forbidden.

forward_shaf

nits, of the

nits, of the

| units, the
coding and

units, the
ing and for

the shape

coded from
us VOP in
nt layer.

nits, of the

Ihits, of the

rectangle that mcludes the forward shape A zero value |sf0rb|dden

forward_shape_horizontal_mc_spatial_ref: This is a 13-bit signed integer which specifies, in pixel units, the
horizontal position of the top left of the rectangle that includes the forward shape. This is used for decoding and for
picture composition.

forward_shape_vertical_mc_spatial_ref: This is a 13-bit signed integer which specifies, in pixel units, the vertical
position of the top left of the rectangle that includes the forward shape. This is used for decoding and for picture
composition.

forward_shape(): The decoding process of the backward shape is identical to the decoding process for the shape of
I-VOP with binary only mode (video_object_layer_shape = “10").
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ref_select_code: This is a 2-bit unsigned integer which specifies prediction reference choices for P- and B-VOPs in
enhancement layer with respect to decoded reference layer identified by ref layer id. The meaning of allowed
values is specified in Table 7-13 and Table 7-14.

resync_marker: This is a binary string of at least 16 zero’s followed by a one‘0 0000 0000 0000 0001'. For an I-
VOP or a VOP where video_object_layer_shape has the value “binary_only”, the resync marker is 16 zeros followed
by a one. The length of this resync marker is dependent on the value of vop_fcode_forward, for a P-VOP, and the
larger value of either vop_fcode_forward and vop_fcode_ backward for a B-VOP. The relationship between the
length of the resync_marker and appropriate fcode is given by 16 + fcode. The resync_marker is (15+fcode) zeros
followed by a one. It is only present when resync_marker_disable flag is set to ‘0’. A resync marker shall only be
located immediately before a macroblock and aligned with a byte

macroblock_number: This is a variable length code with length between 1 and 14 bits. It identifies the macroblock

number memWMWWTmmck number
increases from left to right and from top to bottom. The actual length of the code depends on the:total number of
macroblocks in the VOP calculated according to Table 6-23, the code itself is simply a binary representation of the
macroblock number.
Table 6-23 -- Length of macroblock_number code
length of macroblock_number code | ((vop_width+15)/16) *
((vop_height+15)/16)
1 1-2
2 3-4
3 5-8
4 9-16
5 17-32
6 33-64
7 65-128
8 129-256
9 257-512
10 513-1024
11 1025-2048
12 2049-4096
13 4097-8192
14 8193-16384

guant_scale: This is an unsigned integer which specifies the absolute value of quant to be used for dequantizing
the macroblock of the video packet until updated by any subsequent dquant. The length of this field is specified by
the value of the parameter quant_precision. The default length is 5-bits.

header_extension_code: This is a 1-bit flag which when set to ‘1’ indicates the prescence of additional fields in the
header. When header_extension_code is is se to ‘1’, modulo_time_base, vop_time_increment and vop_coding_type
are also included in the video packet header. Furthermore, if the vop_coding_type is equal to either a P or B VOP,
the appropriate fcodes are also present.

use_intra_dc_vlc: The value of this internal flag is set to 1 when the values of intra_dc_thr and the DCT quantiser

for luminance and chrominace indicate the usage of the intra DC VLCs shown in Table B-13 - Table B-15 for the
decoding of intra DC coefficients. Otherwise, the value of this flag is set to 0.
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motion_marker: This is a 17-bit binary string ‘1 1111 0000 0000 0001'. It is only present when the
data_partitioned flag is set to ‘1’.In the data partitioning mode, a motion_marker is inserted after the motion data
(prior to the texture data). The motion_marker is unique from the motion data and enables the decoder to determine
when all the motion information has been received correctly.

dc_marker: This is a 19 bit binary string ‘110 1011 0000 0000 0001'. It is present when the data_partitioned flag is
set to ‘1. Itis used for I-VOPs. In the data partitioning mode, a dc_marker is inserted into the bitstream after the
mcbpc, dquant and dc data but before the ac_pred flag and remaining texture information.

6.3.5.1 Definition of DCECS variable values

The semantic of all complexity estimation parameters is defined at the VO syntax level. DCECS variables represent
% values. The actual % values have been converted to 8 bit words by normalization to 256. To each 8 bit word a
binary 1 is a j ie Q% =" . O = i i ventionally
ual to one). The binary ‘00000000’ string is a forbidden value. The only parameter expresged in their
absolute valug is the dcecs_vic_bits parameter expressed as a 4 bit word.

dcecs_opaque: 8 bit number representing the % of luminance and chrominance blocks using ‘opaque cgding mode
on the total number of blocks (bounding rectangle).

dcecs_transparent: 8 bit number representing the % of luminance and chrominancé blocks using fransparent
coding mode fon the total number of blocks (bounding rectangle).

dcecs_intra|cae: 8 bit number representing the % of luminance and chrominance blocks using IntraGAE coding
mode on the fotal number of blocks (bounding rectangle).

dcecs_inter_[cae: 8 bit number representing the % of luminance and chrominance blocks using InterGAE coding
mode on the fotal number of blocks (bounding rectangle).

dcecs_no_update: 8 bit number representing the % of luminance and chrominance blocks using no update coding
mode on the fotal number of blocks (bounding rectangle).

dcecs_upsampling: 8 bit number representing theC% of luminance and chrominance blocks which need
upsampling flom 4-4- to 8-8 block dimensions on the tatal number of blocks (bounding rectangle).

dcecs_intra |blocks: 8 bit number representing ‘the % of luminance and chrominance Intra or Intra+Q coded
blocks on the|total number of blocks (bounding‘rectangle).

dcecs_not_doded_blocks: 8 bit numberrepresenting the % of luminance and chrominance Non Codegl blocks on
the total number of blocks (bounding rectangle).

dcecs_dct_qgoefs: 8 bit numberrepresenting the % of the number of DCT coefficients on the maximum| number of
coefficients (qoded blocks).

dcecs_dct_lines: 8 bitnumber representing the % of the number of DCT8x1 on the maximum number jof DCT8x1
(coded blocks).

dcecs_vic_symbals: 8 bit number representing the average number of VLC symbols for macroblock.

dcecs_vic_brs—abitnumber representing the average number of bits for eacit Symbot.

dcecs_inter_blocks: 8 bit number representing the % of luminance and chrominance Inter and Inter+Q coded
blocks on the total number of blocks (bounding rectangle).

dcecs_inter4v_blocks: 8 bit number representing the % of luminance and chrominance Inter4V coded blocks on
the total number of blocks (bounding rectangle).

dcecs_apm (Advanced Prediction Mode): 8 bit number representing the % of the number of luminance block
predicted using APM on the total number of blocks for VOP (bounding rectangle).

dcecs_npm (Normal Prediction Mode): 8 bit number representing the % of luminance and chrominance blocks
predicted using NPM on the total number of luminance and chrominance blocks for VOP (bounding rectangle).
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dcecs_forw_back_mc_q: 8 bit number representing the % of luminance and chrominance predicted blocks on the
total number of blocks for VOP (bounding rectangle).

dcecs_halfpel2: 8 bit number representing the % of luminance and chrominance blocks predicted by a half-pel
vector on one dimension (horizontal or vertical) on the total number of blocks (bounding rectangle).

dcecs_halfpel4: 8 bit number representing the % of luminance and chrominance blocks predicted by a half-pel
vector on two dimensions (horizontal and vertical) on the total number of blocks (bounding rectangle).

dcecs_interpolate_mc_qg: 8 bit number representing the % of luminance and chrominance interpolated blocks in
% of the total number of blocks for VOP (bounding rectangle).

6.3.5.2 Video Plane with Short Header

video_plane_with_short_header() — This data structure contains a video plane using an abbreviate@header format.
Certain values of parameters shall have pre-defined and fixed values for any video_plane_withcshor] header, due
to the limited capability of signaling information in the short header format. These parameters*having fixed values
are shown(in Table 6-24.

Table 6-24 -- Fixed Settings for video_plane_with_short_header()

Parameter Value

video_object_layer_shape “rectangular”

obmc_disable

quant_type

resync_marker_disable

data_partitioned

block count

reversible_vlc

vop_rounding_type

vop_.-fcode_forward

vop~ coded

interlaced

complexity_estimation_disable

use_intra_dc_vic

scalability

not_8 bit

bits_per_pixel

colour_primaries

transfer_characteristics

olRr|P|O|[OlO|OCO|FRP|[O|FRP|FP|OC|O|O|O|FR |O|R

matrix_coefficients

short_video_start_marker: This is a 22-bit start marker containing the value ‘0000 0000 0000 0000 1000 00'. Itis
used to mark the location of a video plane having the short header format. short_video_start_marker shall be byte
aligned by the insertion of zero to seven zero-valued bits as necessary to achieve byte alignment prior to
short_video_start_marker.
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temporal_reference: This is an 8-bit number which can have 256 possible values. It is formed by incrementing its
value in the previously transmitted video_plane_with_short_header() by one plus the number of non-transmitted
pictures (at 30000/1001 Hz) since the previously transmitted picture. The arithmetic is performed with only the eight
LSBs.

split_screen_indicator: This is a boolean signal that indicates that the upper and lower half of the decoded picture
could be displayed side by side. This bit has no direct effect on the encoding or decoding of the video plane.

document_camera_indicator: This is a boolean signal that indicates that the video content of the vop is sourced
as a representation from a document camera or graphic representation, as opposed to a view of natural video
content. This bit has no direct effect on the encoding or decoding of the video plane.

full_picture_freeze release: This is a boolean signal that indicates that resumption of display updates should be
activated if t i f ; ; her reason
such as the rgceipt of a external signal. This bit has no direct effect on the encoding or decoding of the-video plane.

source_formlat: This is an indication of the width and height of the rectangular video plane.represented by the
video_plane_with_short_header. The meaning of this field is shown in Table 6-25. Each of these soulfce formats
has the samg vop time increment resolution which is equal to 30000/1001 (approximately(29:97) Hz angl the same
width:height pixel aspect ratio (288/3):(352/4), which equals 12:11 in relatively prime numbers and which defines a
CIF picture ag$ having a width:height picture aspect ratio of 4:3.

Table 6-25 -- Parameters Defined by source_format Field

source_format |[Source Format ([vop_width |vop_height [num_macroblocks_in_ |num_gobs_in_
value Meaning goly vop

000 reserved reserved reserved reserved reserved

001 sub-QCIF 128 96 8 6

010 QCIF 176 144 11 9

011 CIF 352 288 22 18

100 ACIF 704 576 88 18

101 16CIF 1408 1152 352 18

110 reserved reserved reserved reserved reserved

111 reserved reserved reserved reserved reserved

picture_coding_type: This:bit indicates the vop_coding_type. When equal to zero, the vop_coding_type is “I”, and
when equal t¢ one, the-vop_coding_type is “P".

four_reservdgd_zeérg® bits: This is a four-bit field containing bits which are reserved for future use and equal to
zero.

pei: This is a single bit which, when equal to one, indicates the presence of a byte of psupp data following the pei
bit.

psupp: This is an eight bit field which is present when pei is equal to one. The pei + psupp mechanism provides for
a reserved method of later allowing the definition of backward-compatible data to be added to the bitstream.
Decoders shall accept and discard psupp when pei is equal to one, with no effect on the decoding of the video data.
The pei and psupp combination pair may be repeated if present. The ability for an encoder to add pei and psupp to
the bitstream is reserved for future use.

gob_number: This is a five-bit number which indicates the location of video data within the video plane. A group of

blocks (or GOB) contains a number of macroblocks in raster scanning order within the picture. For a given
gob_number, the GOB contains the num_macroblocks_per_gob macroblocks starting with macroblock_number =

98


https://iecnorm.com/api/?name=42e96055e0a857137b291f45b0f3a2a3

© ISO/IEC ISO/IEC 14496-2:1999(E)
gob_number * num_macroblocks_per_gob. The gob_number can either be read from the bitstream or inferred from
the progress of macroblock decoding as shown in the syntax description pseudo-code.

num_gobs_in_vop: This is the number of GOBs in the vop. This parameter is derived from the source_format as
shown in Table 6-25.

gob_layer(): This is a layer containing a fixed number of macroblocks in the vop. Which macroblocks which belong
to each gob can be determined by gob_number and num_macroblocks_in_gob.

gob_resync_marker: This is a fixed length code of 17 bits having the value ‘0000 0000 0000 0000 1’ which may
optionally be inserted at the beginning of each gob_layer(). Its purpose is to serve as a type of resynchronization
marker for error recovery in the bitstream. The gob_resync_marker codes may (and should) be byte aligned by
inserting zero to seven zero-valued bits in the bitstream just prior to the gob_resync_marker in order to obtain byte

alignment.

gob_number: This is a five-bit number which indicates which GOB is being processed in the ¥op.

either be r
GOBs sha
strictly inc
gob_resyn
gob_resyn

gob_framsg
gob_resyn
have bee
video_plan
document |
the headef
video obje
However,
previous tr
picture sha

num_mac
parameter

short_vidg
1111 17,

may (and §
to short_vi

6.3.5.3 S

bab_type:
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bab_types
VOPs and
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pad following a gob_resync_marker or may be inferred from the progress of macroblock
| appear in the bitstream of each video_plane_with_short_header(), and the-GOBs shal
easing order in the bitstream. In other words, if a gob_number is read drom the bits
C_marker, its value must be the same as the value that would have beentinferred in the a
C_marker.

b id:
c_marker can be used in cases for which the vop header of the video_plane_with_short_|
n lost. gob_frame_id shall have the same value«i every GOB header
e_with_short_header(). Moreover, if any field ~jamong the split_screen_i
camera_indicator or full_picture_freeze_release or source format or picture_coding_type 3
of a video_plane_with_short_header() is the same.@s) for the previous transmitted picture
ct, gob_frame_id shall have the same value as<in that previous video_ plane_with_sh
f any of these fields in the header of a certain video_plane_with_short_header() differs frg
hnsmitted video_plane_with_short_header() of the same video object, the value for gob_fra
Il differ from the value in the previous picture:

oblocks_in_gob: This is the number of macroblocks in each group of blocks (GOE
is derived from the source_format as‘shown in Table 6-25.

b0_end_marker: This is a _22<bit end of sequence marker containing the value ‘0000 00(
It is used to mark the end-o0f+a sequence of video_plane_with_short_header(). short_vided
hould) be byte aligned by-the insertion of zero to seven zero-valued bits to achieve byte a
leo_end_marker.

ape coding

This is a variable length code between 1 and 7 bits. It indicates the coding mode used for t
bab_types’/as depicted in Table 6-26 . The VLC tables used depend on the decoding c
of blocks already received. For I-VOPs, the context-switched VLC table of Table B-27 is
B4/OPs, the context switched table of Table B-28 is used.

!

ts value may
jecoding. All
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ream after a
bsence of the

This is a two bit field which is intended to help determine whether the data following a

header() may
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hdicator or
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0 0000 0000
_end_marker
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Table 6-26 -- List of bab_types and usage

bab_type | Semantic Used in

0 MVDs==0 && No Update | P,B VOPs

1 MVDs!=0 && No Update | P,B VOPs

2 transparent All VOP types
3 opaque All VOP types
4 intraCAE All VOP types
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MVDs==0 && interCAE P,B VOPs

MVDs!=0 && interCAE P,B VOPs

The bab_type determines what other information fields will be present for the bab shape. No further shape
information is present if the bab_type = 0, 2 or 3. Opaque means that all pixels of the bab are part of the object.
Transparent means that none of the bab pixels belong to the object. IntraCAE means the intra-mode CAE decoding
will be required to reconstruct the pixels of the bab. No_update means that motion compensation is used to copy the
bab from the previous VOP’s binary alpha map. InterCAE means the motion compensation and inter_mode CAE
decoding are used to reconstruct the bab. MVDs refers to the motion vector difference for shape.

mvds_x: This is a VLC code between 1 and 18 bits. It represents the horizontal element of the motion vector

difference for
B-29.

mvds_y: T
difference for
Table B-30,

conv_ratio:
The decoder
the VLC tabls

scan_type:
transposed p
this flag is ‘1,

binary_arithm
may be gene)
intra_prob[] &

6.3.5.4 Sprit

warping_mv_|
of the dmv ¢
B-33.

the bab. Ihe motion vector diiterence IS In Tull integer precision. 1he VLC table IS shov

is is a VLC code between 1 and 18 bits. It represents the vertical element ef the ma
the bab. The motion vector difference is in full integer precision. If mvds_x is ‘Q".then the V|
ptherwise the VLC table of Table B-29 is used.

This is VLC code of length 1-2 bits. It specifies the factor used for sub-sampling the 16x16
Imust up-sample the decoded bab by this factor. The possible values for this factor are 1, 2
used is given in Table B-31.

['his is a 1-bit flag where a value of ‘0’ implies that the bab isig-transposed form i.e. the BA
ior to coding. The decoder must then transpose the bab back to its original form following ¢
then no transposition is performed.

etic_code(): This is a binary arithmetic decoder.representing the pixel values of the bab,
rated by intra cae or inter cae depending on the\bab_type. Cae decoding relies on the kn
nd inter_prob[], probability tables given in anpex B.

e coding

code(dmv) : The codeword for each' differential motion vector consists of a VLC indicating
bde (dmv_length) and a FLC, , dmv_code-, with dmv_length bits. The codewords are listg

denoting
brightness_c

brightness_c%ange_factor 0:

The codeword for brightness_change_factor consists of a variable le
ightness_change_facter_size and a fix length code, brightness_change_f
ange_factor_size bits (sign bit included). The codewords are listed in Table B-34.

n is Table

tion vector
LC table of

pixel bab.
and 4 and

B has been
ecoding. If

This code
pwledge of

the length
d in Table

ngth code
actor,  of

send_mb(): [his functionwreturns 1 if the current macroblock has already been sent previously and “mot coded”.
Otherwise it returns 0.

piece_quant| Thisis a 5-bit unsigned interger which indicates the quant to be used for a sprite-piece umtil updated
by a subseqyentrdquant. The piece_quant carries the binary representation of quantizer values fronT 1to 31in
steps of 1.

piece_width: This value specifies the width of the sprite piece measured in macroblock units.

piece_height: This value specifies the height of the sprite piece measured in macroblock units.

piece_xoffset: This value specifies the horizontal offset location, measured in macroblock units from the left edge
of the sprite object, for the placement of the sprite piece into the sprite object buffer at the decoder.

piece_yoffset: This value specifies the vertical offset location, measured in macroblock units from the top edge of
the sprite object.

decode_sprite_piece ():
parameters required by the decoder to properly incorporate the pieces.
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encoded using a subset of the I-VOP syntax. And the static-sprite-update pieces use a subset of the P-VOP
syntax. The sprite update is defined as the difference between the original sprite texture and the reconstructed
sprite assembled from all the sprite object pieces.

sprite_shape_texture(): For the static-sprite-object pieces, shape and texture are coded using the macroblock layer
structure in I-VOPs. And the static-sprite-update pieces use the P-VOP inter-macroblock syntax -- except that there
are no motion vectors and shape information included in this syntax structure. Macroblocks raster scanning is
employed to encode a sprite piece; however, whenever the scan encounters a macroblock which has been part of
some previously sent sprite piece, then the block is not coded and the corresponding macroblock layer is empty.

6.3.6 Macroblock related

not_ coded Thls is a 1-bit flag WhICh S|gnals if a macroblock is coded or not When set to’l’ it indicates that a
macroblocl i shall treat this
macroblock as ‘inter’ with motion vector equal to zero and no DCT coeff|C|ent data When set to ;0%itfindicates that
the macroblock is coded and its data is included in the bitstream.

mcbpc: This is a variable length code that is used to derive the macroblock type and the ceded block pattern for
chrominange . It is always included for coded macroblocks. Table B-6 and Table B-7 list @alt*allowed codles for mcbpc
in I- and P-VOPs respectively. The values of the column “MB type” in these tables are used ag the variable
“derived_mb_type” which is used in the respective syntax part for motion and texture.decoding. In P-viops using the
short videq header format (i.e., when short_video_header is 1), mcbpc codes indicating macroblock type 2 shall not
be used.

ac_pred_flag: This is a 1-bit flag which when set to ‘1’ indicates that-either the first row or the firstjcolumn of ac
coefficientg are differentially coded for intra coded macroblocks.

cbpy: This variable length code represents a pattern of non-tfansparent luminance blocks with at east one non
intra DC trpnsform coefficient, in a macroblock. Table B-8 — Table B-11 indicate the codes and the g¢orresponding
patterns they indicate for the respective cases of intra- and. inter-MBs.

dquant: Tis is a 2-bit code which specifies the change-in the quantizer, quant, for I- and P-VOPs. Table 6-27 lists
the codes @nd the differential values they represent; The value of quant lies in range of 1 to 2“"-"***"1 - if the value
of quant affer adding dquant value is less than 1@F ‘exceeds 2*“""***-1 it shall be correspondingly clipped to 1 and
2uenpreson_1 if quant_precision takes its default-value of 5, the range of allowed values for quant is [1:3]].

Table 6-27_+ dquant codes and corresponding values

dquant code |value
00 -1
01 -2
10 1
11 2

co_located_not_coded: The value of this internal flag is set to 1 when the current VOP is a B-VOP, the future
reference VOP is a P-VOP, and the co-located macroblock in the future reference VOP is skipped (i.e. coded as
not_coded = '1"). Otherwise the value of this flag is set to 0. The co-located macroblock is the macroblock which has
the same horizontal and vertical index with the current macroblock in the B-VOP. If the co-located macroblock lies
outside of the bounding rectangle, this macroblock is considered to be not skipped.

modb: This is a variable length code present only in coded macroblocks of B-VOPs. It indicates whether mb_type
and/or cbpb information is present for a macroblock. The codes for modb are listed in Table B-3.

mb_type: This variable length code is present only in coded macroblocks of B-VOPs. Further, it is present only in
those macroblocks for which one motion vector is included. The codes for mb_type are shown in Table B-4 for B-
VOPs for no scalability and in Table B-5 for B-VOPs with scalability. When mb_type is not present (i.e. modb=="1")
for a macroblock in a B-VOP, the macroblock type is set to the default type. The default macroblock type for the
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enhancement layer of spatially scalable bitstreams (i.e. ref_select_code == '00" && scalability = '1") is "forward mc +
Q". Otherwise, the default macroblock type is "direct".

cbpb: This is a 3 to 6 bit code representing coded block pattern in B-VOPs, if indicated by modb. Each bit in the
code represents a coded/no coded status of a block; the leftmost bit corresponds to the top left block in the
macroblock. For each non-transparent blocks with coefficients, the corresponding bit in the code is set to ‘1". When
cbpb is not present (i.e. modb=="1" or ‘01’) for a macroblock in a B-VOP, no coefficients are coded for all the non-
transparent blocks in this macroblock.

dbqguant: This is a variable length code which specifies the change in quantizer for B-VOPs. Table 6-28 lists the
codes and the differential values they represent. If the value of quant after adding dbquant value is less than 1 or
exceeds 271 it shall be correspondingly clipped to 1 and 2**"-*"****"-1_ If quant_precision takes its default
value of 5, the range of allowed values for the quantzer for B-VOPs is [1:31].

Table 6-28 -- dbquant codes and corresponding values

dbquant code |value
10 -2
0 0
11 2

roblock are

coda_i: This
equal to 255
according to

ac_pred_flag
of ac coefficig
correspondin

cbpa: This g
same as the
which is code
(transparent)

coda_pb: This is a VLC indicating the-coding status for P or B alpha macroblocks. The semantics are ¢
Table 6-29). When this VLC indicates that the alpha macroblock is all opaque, this means that all

table below
values are s€|

is a one-bit flag which is set to “1” to indicate that all the values in the grayscale alpha mac
(AlphaOpaqueValue). When set to “0”, this flag indicates’ that one or more 8x8 blocks
bpa.

_alpha: This is a one-bit flag which when set to ‘1% indicates that either the first row or the f
nts are to be differentially decoded for intra alpha macroblocks. It has the same effect for a|
) luminance flag.

the coded block pattern for grayscale-alpha texture data. For I, P and B VOPs, this VLC is
INTER (P) cbpy VLC described in Table B-8 — Table B-11. chpa is followed by the alpha
d in the same way as texture bleck data. Note that grayscale alpha blocks with alpha all ed
are not included in the bitstreamn.

f to 255 (AlphaOpaqueValue).

Table 6-29 -- coda_pb codes and corresponding values

are coded

irst column
pha as the

exactly the
block data
ual to zero

iven in the

coda_pb Meaning

1 alpha residue all zero

01 alpha macroblock all opaque
00 alpha residue coded

6.3.6.1 MB Binary Shape Coding

bab_type: This defines the coding type of the current bab according to Table B-27 and Table B-28 for intra and
inter mode, respectively.

mvds_x: This defines the size of the x-component of the differential motion vector for the current bab according to

Table B-29.
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mvds_y: This defines the size of the y-component of the differential motion vector for the current bab according to
Table B-29 if mvds_x!=0 and according to Table B-30 if mvds_x==0.

conv_ratio: This defines the upsampling factor according to Table B-31 to be applied after decoding the current
shape information

scan_type: This defines according to Table 6-30 whether the current bordered to be decoded bab and the eventual
bordered motion compensated bab need to be transposed

Table 6-30 -- scan_type

binary_arit
decoded H
subclause

6.3.6.2 M

horizontal
decoding 3

vertical_m
decoding 3

horizontal
subclause
vop_fcode|

vertical_m
subclause
vop_fcode|

6.3.6.3 In

dct_type:
is set to “1
present in

scan_type meaning
© transpose babas immatrix transpose
1 do not transpose

nmetic_code() —This is a binary arithmetic decoder that defines the context dependent arithr
inary shape information. The meaning of the bits is defined by the arithmetic decoder
7.5.3

ption vector

| mv_data: This is a variable length code, as defined in Table B-12, which is used in
s described in subclause 7.6.3.

v_data:
s described in subclause 7.6.3.

| mv_residual: This is an unsigned integer_which is used in motion vector decoding as
7.6.3. The number of bits in the bitstream™for horizontal_mv_residual, r_size, is derive
| forward or vop_fcode_backward as follows;

r_size = vop_fcode_forward - 1 or r_size = vop_fcode_backward - 1

v_residual: This is an unsigned integer which is used in motion vector decoding as
7.6.3. The number of bits:in the bitstream for vertical mv_residual, r_size, is derive
| forward or vop_fcode backward as follows;

r_size)= vop_fcode_forward - 1 or r_size =vop_fcode_backward - 1
erlaced Information
This is-a 1-bit flag indicating whether the macroblock is frame DCT coded or field DCT codgd

', the macroblock is field DCT coded; otherwise, the macroblock is frame DCT coded. Th
thedbitstream if the interlaced flag is set to “1” and the macroblock is coded (coded blcok p

netically to be
according to

motion vector

This is a variable length code, as defined)in Table B-12, which is used in motion vector

described in
d from either

described in
I from either

ed. If this flag
is flag is only
attern is non-

zero) or int

ra-coded. Boundary bIOCKS are always coded In frame-based mode.

field_prediction: This is a 1-bit flag indicating whether the macroblock is field predicted or frame predicted. This
flag is set to ‘1’ when the macroblock is predicted using field motion vectors. If it is set to ‘0’ then frame prediction
(16x16 or 8x8) will be used. This flag is only present in the bitstream if the interlaced flag is set to “1” and the
derived_mb_type is “0” or “1” in the P-VOP or an non-direct mode macroblock in the B-VOP.

forward_top_field_reference: This is a 1-bit flag which indicates the reference field for the forward motion
compensation of the top field. When this flag is set to ‘0’, the top field is used as the reference field. If it is set to ‘1’
then the bottom field will be used as the reference field. This flag is only present in the bitstream if the
field_prediction flag is set to “1” and the macroblock is not backward predicted.

forward_bottom_field_reference: This is a 1-bit flag which indicates the reference field for the forward motion
compensation of the bottom field. When this flag is set to ‘0’, the top field is used as the reference field. If it is set to
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‘1’ then the bottom field will be used as the reference field. This flag is only present in the bitstream if the
field_prediction flag is set to “1” and the macroblock is not backward predicted.

backward_top_field_reference: This is a 1-bit flag which indicates the reference field for the backward motion
compensation of the top field. When this flag is set to ‘0’, the top field is used as the reference field. If it is set to ‘1’
then the bottom field will be used as the reference field. This flag is only present in the bitstream if the
field_prediction flag is set to “1” and the macroblock is not forward predicted.

backward_bottom_field_reference: This is a 1-bit flag which indicates the reference field for the backward motion
compensation of the bottom field. When this flag is set to ‘0’, the top field is used as the reference field. If it is set to
‘1’ then the bottom field will be used as the reference field.. This flag is only present in the bitstream if the

field_prediction flag is set to “1” and the macroblock is not forward predicted.

6.3.7 Block

intra_dc_cod
video header|

integer code
reserved. If
multiplied by

dct_dc_size]|

Lot

o
cTactcyu

fficient: This is a fixed length code that defines the value of an intra DC coefficientwhe
format is in use (i.e., when short_video_header is “1"). It is transmitted as a fixed-lengt

h dc_scaler value of 8 to produce the reconstructed intra DC coefficient value:

[luminance: This is a variable length code as defined in Table B-13 that is used to derive t

bf size 8 bits, unless this integer has the value 255. The values 0 and 128 shall.not-be used
the integer value is 255, this is interpreted as a signalled value of 128. The“integer va

h the short
N unsigned
— they are
ue is then

he value of

the differential dc coefficients of luminance values in blocks in intra macrobleeks. This value categorizes the
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category occyirred.

dct_dc_size]|
of the differe
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pattern_code
one or more
of this flag is

6.3.7.1 Alph

dct_dc_size]|
same as dct |

6.3.8 Still te

still_texture |
‘0000 0000 0

ccording to their size.

ential: This is a variable length code as defined in Table B-15 that is used to derive the \
coefficients in blocks in intra macroblocks. After identifying the category of the dc coeffic
size_luminance or dct_dc_size _chrominance, this <value denotes which actual differer

[chrominance: This is a variable length code as defined in Table B-14 that is used to deriv|
htial dc coefficients of chrominance values¢n-blocks in intra macroblocks. This value cate
ccording to their size.

il: The value of this internal flag is-set to 1 if the block or alpha block with the index valug
DCT coefficients that are decoded.using at least one of Table B-16 to Table B-25. Otherwis
set to 0.

a block related

lalpha: This is a yariable length code for coding the alpha block dc coefficient. Its seman
dc_size luminance-in subclause 6.3.7.

Xture object

lobject=start_code: The still_texture_object_start_code is a string of 32 bits. The first
DOO 0000 0000 0001’ and the last 8 bits are defined in Table 6-3.

alue of the
ent in size
ce in that

E the value
porizes the

b | includes
e the value

ics are the

P4 bits are

texture_object_id: This is given by 16-bits representing one of the values in the range of ‘0000 0000 0000 0000’
to ‘1111 1111 1111 1111’ in binary. The texture_object_layer_id uniquely identifies a texture object layer.

wavelet_filter_type: This field indicates the arithmetic precision which is used for the wavelet decomposition as

the following:
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wavelet_filter_type | Meaning
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1 Double float
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wavelet_download: This field indicates if the 2-band filter bank is specificed in the bitstream:

Table 6-32 -- Wavelet downloading flag

wavelet_download | meaning

0 default filters

1 specified in bitstream

The default filter banks are described in subclause B.2.2.

wavelet_d
texture.

scan_dire
flag is "0,
subband by subband fashion. In bilevel_quant mode, if the flag is "0’, then they are scafined in bitplafge by bitplane
fashion. W|thin each bitplane, they are scanned in a subband by subband fashion. If it,is*“1", they are scanned from
the low walelet decomposition layer to high wavelet decomposition layer. Within each wavelet decomposition layer,
they are sganned from most significant bitplane down to the least significant bitplaneé.

start_codg_enable: If this flag is enabled ( disable =0; enabled = 1), the staft code followed by an ID fo be inserted
in to each $patial scalability layer and/or each SNR scalability layer.

texture_olject_layer_shape: This is a 2-bit integer defined in Table 6-33. It identifies the shape type of a texture
object laye}.

Table 6-33 -- Texture Object Layer Shape type

texture_object_layer shape |Meaning
00 rectangular
01 binary
10 reserved
11 reserved

guantizatipn_type: This.field indicates the type of quantization as shown in Table 6-34.

Table 6-34 -- The quantization type

guantization_type | Code
single quantizer 01
multi quantizer 10
bi-level quantizer 11

spatial_scalability_levels: This field indicates the number of spatial scalability layers supported in the bitstream.
This number can be from 1 to wavelet_decomposition_levels.

use_default_spatial_scalability: This field indicates how the spatial scalability levels are formed. If its value is
one, then default spatial scalability is used, starting from (¥2)"\(spatial_scalability levels-1)-th of the full resolution up
to the full resolution, where ~ is a power operation. If its value is zero, the spatial scalability is specified by
wavelet_layer_index described below.
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wavelet_layer_index: This field indicates the identification number of wavelet_decomposition layer used for spatial
scalability. The index starts with 0 (i.e., root_band) and ends at (wavelet decomposition_levels-1) (i.e., full
resolution).

uniform_wavelet_filter: If this field is “1”, then the same wavelet filter is applied for all wavelet layers. If this field is
“0”, then different wavelet filters may be applied for the wavelet decomposition. Note that the same filters are used
for both luminance and chromanence. Since the chromanence’s width and height is half that of the luminance, the
last wavelet filter applied to the luminance is skipped when the chromanence is synthesized.

wavelet_stuffing: These 3 stuffing bits are reserved for future expansion. It is currently defined to be ‘111",

texture_object_layer_width: The texture_object_layer_width is a 15-bit unsigned integer representing the width of
the displayable part of the luminance component in pixel units. A zero value is forbidden.

texture_object_layer_height: The texture_object_layer_height is a 15-bit unsigned integer representing the height
of the displaypble part of the luminance component in pixel units. A zero value is forbidden.

horizontal_rgf: This is a 15-bit integer which specifies, in pixel units, the horizontal position_of the tog left of the
rectangle defjned by horizontal size of object_width. The value of horizontal_ref shall beCdivisible by two. This is
used for decdding and for picture composition.

vertical_ref: | This is a 15-bit integer which specifies, in pixel units, the vertical position of the top left of the rectangle
defined by veftical size of object_height. The value of vertical_ref shall be divisiblelby two. This is used fgr decoding
and for picturp composition.

object_width: This is a 15-bit unsigned integer which specifies the horizontal size, in pixel units, of thg rectangle
that includes the object. A zero value is forbidden.

object_height: This is a 15-bit unsigned integer which specifies‘the vertical size, in pixel units, of the reg¢tangle that
includes the gbject. A zero value is forbidden.

guant_byte:| This field defines one byte of the quantization step size for each scalability layer. A zgro value is
forbidden. The quantization step size parameter, quant, is decoded using the function get_param( [): quant =
get_param( 7]);

max_bitplangs: This field indicates the numbenof maximum bitplanes in bilevel _quant mode.

6.3.8.1 Texthre Layer Decoding

tree_blocks:| The tree block is that wavelet coefficients are organized in a tree structure which is rooted|in the low-
low band (DJ band) of the wavelet.decomposition, then extends into the higher frequency bands at the s@me spatial
location. Notg the DC band iseneoded separately.

spatial_layefs: This fieldis equivalent to the maximum number of the wavelet decomposition layers in that
scalability laygr.

arith_decod¢ highbands_td(): This is an arithmetic decoder for decoding the quantized coefficient values of the
higher bandsT(aH bands except DC band) within a single tree block. The bitstream is generated by gn adaptive

arithmetic encoder. The arithmetic decoding relies on the initialization of the uniform probability distribution models
described in subclause B.2.2. This decoder uses only integer arithmetic. It also uses an adaptive probability model
based on the frequency counts of the previously decoded symbols. The maximum range (or precision) specified is
(2"16) - 1 (16 bits). The maximum frequency count for the magnitude and residual models is 127, and for all other
models it is 127. The arithmetic coder used is identical to the one used in arith_decode_highbands_hilevel_td().

texture_spatial_layer_start_code: The texture_spatial_layer_start_code is a string of 32 bits. The 32 bits are
‘0000 0000 0000 0000 0000 0001 1011 1111 in binary. The texture_spatial_layer_start_code marks the start of a
new spatial layer.

texture_spatial_layer_id: This is given by 5-bits representing one of the values in the range of ‘00000’ to ‘11111’
in binary. The texture_spatial_layer_id uniquely identifies a spatial layer.
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arith_decode_highbands_bb(): This is an arithmetic decoder for decoding the quantized coefficient values of the
higher bands (all bands except DC band) within a single band. The bitstream is generated by an adaptive arithmetic
encoder. The arithmetic decoding relies on the initialization of the uniform probability distribution models described
in subclause B.2.2. This decoder uses arithmetic. It also uses an adaptive probability model based on the frequency
counts of the previously decoded symbols. The maximum range (or precision) specified is (2*16) - 1 (16 bits). The

maximum frequency count for the magnitude and residual models is 127, and for all other models it is 127.

snr_scalability_levels:

This field indicates the number of levels of SNR scalability supported i

scalability level.

n this spatial

texture_snr_layer_start_code: The texture_snr_layer_ start_code is a string of 32 bits. The 32 bits are ‘0000 0000
0000 0000 0000 0001 1100 0000’ in binary. The texture_snr_layer_start_code marks the start of a new snr layer.

texture_sr l_:aycl_id. Thists givcn by S5=hits |cp|cacuti||g one-ofthe—vatues-intire range of~66666{ to ‘11111 in
binary. The texture_snr_layer_id uniquely identifies an SNR layer.
NOTE Alljthe start codes start at the byte boundary. Appropriate number of bits is stuffed before any| start code to

byte-align {he bitstream.

all_nonze
The value
this flag ing

all_zero:
contains z¢

lh_zero, h
zero coeffi
therefore t
nonzero cg

arith_decg
values of t
adaptive a
models de
model as ¢
bits). The 1
thus not dg

arith_decg
values of t
adaptive a
models de
model as ¢

bits). The maximun frequency count is 127. It uses the In/hl/ll_zero flags to see if any of the LH/HL/H

thus not de

This flag indicates whether all the coefficients in the current layer,ate'zero or not. The value
indicates that the layer contains some nonzero coefficients. The value ‘C-for this flag indicates that

o: This flag indicates whether some of the subbands of the current layer _centain only zer
0’ for this flag indicates that one or more of the subbands contain only zero*coefficients. Th
icates the all the subbands contain some nonzero coefficients

ro coefficients, and therefore the layer is skipped.

_zero, hh_zero: This flag indicates whether the LH/HL/HH subband of the current layer co
Cients. The value ‘1’ for this flag indicates that the LH/HL/HH subband contains only zero co
ne subband is skipped. The value ‘0’ for this flagnindicates that the LH/HL/HH subband ¢
efficients

de_highbands_bilevel _bb(): This is an>arithmetic decoder for decoding the quantiz
ne higher bands in the bilevel_quant mode (all bands except DC band). The bitstream is ge
ithmetic encoder. The arithmetic decoding relies on the initialization of the uniform probabil
bcribed. The arith_decode_highbands_bilevel() function uses bitplane scanning, and a differ
escribed in subclause B.2.2. In_this mode, The maximum range (or precision) specified is

coded . For example if In\zero=1 and hh_zero=1 only hl_zero is decoded.

de_highbands_b#Hevel td(): This is an arithmetic decoder for decoding the quantiz
ne higher bandsgn the bilevel_quant mode (all bands except DC band). The bitstream is ge
ithmetic encoder. The arithmetic decoding relies on the initialization of the uniform probabil
bcribed. Thearith_decode_highbands_bilevel() function uses bitplane scanning, and a differ
escribed in ‘subclause B.2.2. In this mode, The maximum range (or precision) specified is

coded. For example if Ih_zero=1 and hh_zero=1 only hl_zero is decoded.

D coefficients.
e value ‘1’ for

0’ for this flag
he layer only

htains only all
pfficients, and
pntains some

ed coefficient
nerated by an
ty distribution
ent probability
2716) - 1 (16

haximum frequency count i$:127. It uses the Ih/hl/hh_zero flags to see if any of the LH/HL/HH are all zero

bd coefficient
nerated by an
ty distribution
bnt probability
2716) - 1 (16
H are all zero

lowpass_filter_length: This field defines the length of the low pass filter in binary ranging from “0001” (length of 1)

to “1111" (I

ength of 15.)

highpass_filter_length: This field defines the length of the high pass filter in binary ranging from “0001” (length of

1) to “1111

" (length of 15.)

filter_tap_integer: This field defines an integer filter coefficient in a 16 bit signed integer. The filter coefficients are
decoded from the left most tap to the right most tap order.

filter_tap_float_high: This field defines the left 16 bits of a floating filter coefficient which is defined in 32-bit IEEE
floating format. The filter coefficients are decoded from the left most tap to the right most tap order.

filter_tap_float_low: This field defines the right 16 bits of a floating filter coefficient which is defined in 32-bit IEEE
floating format. The filter coefficients are decoded from the left most tap to the right most tap order.
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integer_scale: This field defines the scaling factor of the integer wavelet, by which the output of each composition
level is divided by an integer division operation. A zero value is forbidden.

mean: This field indicates the mean value of one color component of the texture.

guant_dc_byte: This field indicates the quantization step size for one color component of the DC subband. A zero
value is forbidden. The quantization step size parameter, quant_dc, is decoded using the function get_param( ):
guant = get_param( 7 );

band_offset_byte: This field defines one byte of the absolute value of the parameter band_offset. This parameter
is added to each DC band coefficient obtained by arithmetic decoding. The parameter band_offset is decoded using
the function get_param():

bandefiset=——get—parar{—+)

where function get_param() is defined as

int ggt_param(int nbit)

{

int cqunt = 0O;

int word =0;
int value § 0;

int mpdule = 1<<(nbit);

dof

word= get_next_word_from_bitstream( nbit+1);
vilue += (word & (module-1) ) << (count * nbit);
cpunt ++;

} while( word>> nbit);

return value;

The function get_next_word, from_bitstream( x ) reads the next x bits from the input bitstream.

band_max_Ryte: This: field defines one byte of the maximum value of the DC band. The |parameter
band_max_value issdecoded using function get_param( ):

band] max_value = get_param( 7 );

arith_decode_dc(): This is an arithmetic decoder for decoding the quantized coefficient values of DC band only.
No zerotree symbol is decoded since the VAL is assumed for all DC coefficient values. This bitstream is generated
by an adaptive arithmetic encoder. The arithmetic decoding relies on the initialization of a uniform probability
distribution model described in subclause B.2.2. The arith_decode_dc() function uses the same arithmetic decoder
as described in arith_decode_highbands_td() but it uses different scanning, and a different probability model (DC).

root_max_alphabet_byte: This field defines one byte of the maximum absolute value of the quantized coefficients
of the three lowest AC bands. This parameter is decoded using the function get_param( ):

root_max_alphabet = get_param (7 );
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valz_max_alphabet_byte-- This field defines one byte of the maximum absolute value of the quantized coefficients
of the 3 highest AC bands. The parameter valz_max is decoded using the function get_param( ):

val

valnz_max_alphabet_byte:

Iz_max_alphabet = get_param (7);

This field defines one byte of the maximum absolute value of t

he quantized

coefficients which belong to the middle AC bands (the bands between the 3 lowest and the 3 highest AC bands).
The parameter valnz_max_alphabet is decoded using the function get_param( ):

val

Inz_max_alphabet = get_param ( 7);

6.3.8.2 Shape Object decoding

change ¢
If it is set tq

sto_const
with the aly

sto_const
binary alph

bab_type:
bab_types
blocks alre,

The bab _t
informatiorn
transparen
will be requ

conv_ratiq:

The decod
the VLC ta

scan_typsd:

transposed

n\v_ratio _disabhle: This anm*ifint: whether conv_ratiois encoded_at the Qh:\lnn nhjnrt dec

“1” when disable.

ant_alpha: This is a 1-bit flag when set to ‘1’, the opaque alpha values of the binary.mask
ha value specified by sto_constant_alpha_value.

ant_alpha_value: This is an 8-bit code that gives the alpha value to replace the opaqus
a mask. Value ‘0’ is forbidden.

This is a variable length code of 1-2 bits. It indicates the coding méde used for the bab. Tk

as depicted in Table 6-35. The VLC tables used depend on the~decoding context i.e. the
ady received.

Table 6-35 -- List of bab_typé€s and usage

bab_type | Semantic code
2 transparent 10

3 opaque 0

4 intraCAE 11

ype determines what other (information fields will be present for the bab shape. No
is present if the bab_type'= 2 or 3. opaque means that all pixels of the bab are part
I means that none of the.bab pixels belong to the object. IntraCAE means the intra-mode (
ired to reconstruct.the:pixels of the bab.

This is VLG, code of length 1-2 bits. It specifies the factor used for sub-sampling the 16
er must up-sample the decoded bab by this factor. The possible values for this factor are 1
ble used(is\given in Table B-31.

This)is a 1-bit flag where a value of ‘0’ implies that the bab is in transposed form i.e. the

ing function.

are replaced

pixels in the

ere are three
bab_types of

urther shape
of the object.
LAE decoding

16 pixel bab.
. 2 and 4 and

bab has been

prief to coding. The decoder must then transpose the bab back to its original form followin

g decoding. If

this flag is

binary_arithmetic_decode():

1’, then no transposition is performed.

decoding relies on the knowledge of intra_prob[], probability tables given in annex B.

6.3.9 Mes

h object

This is a binary arithmetic decoder representing the pixel values of the bab. Cae

mesh_object_start_code: The mesh_object_start code is the bit string ‘000001BC’ in hexadecimal. It initiates a
mesh object.

6.3.9.1 Mesh object plane

mesh_object_plane_start_code: The mesh_object_plane_start_code is the bit string ‘000001BD’ in hexadecimal.
It initiates a mesh object plane.
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is_intra: This is a 1-bit flag which when set to ‘1’ indicates that the mesh object is coded in intra mode. When set to

‘0’ it indicates

that the mesh object is coded in predictive mode.

6.3.9.2 Mesh geometry

mesh_type _code: This is a 2-bit integer defined in Table 6-36. It indicates the type of initial mesh geometry to be

decoded.
Table 6-36 -- Mesh type code
mesh type code | mesh geometry

00 forbidden

01 uniform

10 Delaunay

11 reserved
nr_of _mesh[nodes_hor: This is a 10-bit unsigned integer specifying the number of hQdes in one row g
mesh.
nr_of _mesh|nodes_vert: This is a 10-bit unsigned integer specifying themumber of nodes in one ¢

uniform mesh.

mesh_rect_9
(containing tw

mesh_rect_9
(containing tw

triangle_spli

ize_hor: This is a 8-bit unsigned integer specifying-/the’ width of a rectangle of a uni
o triangles) in half pixel units.

ize_vert: This is a 8-bit unsigned integer spetifying the height of a rectangle of a uni
o triangles) in half pixel units.

[ code: This is a 2-bit integer defined in\Table 6-37. It specifies how rectangles of a uniforn

split to form tfiangles.

Table 6-37 -- Specification of the triangulation type

triangle split code | Split
00 top-left to right bottom
01 bottom-left to top right
10 alternately top-left to bottom-right and bottom-left to top-right
11 alternately bottom-left to top-right and top-left to bottom-right

f a uniform

plumn of a

form mesh

form mesh

N mesh are

nr_of _mesh|

Inedes: This is a 16-bit unsigned integer defining the total number of nodes (vertices)

of a (non-

uniform) Delaunay mesh. These nodes include both interior nodes as well as boundary nodes.

nr_of boundary_nodes: This is a 10-bit unsigned integer defining the number of nodes (vertices) on the boundary
of a (non-uniform) Delaunay mesh.

node0_x: This is a 13-bit signed integer specifying the x-coordinate of the first boundary node (vertex) of a mesh in
half-pixel units with respect to a local coordinate system.

node0_y: This is a 13-bit signed integer specifying the y-coordinate of the first boundary node (vertex) of a mesh in
half-pixel units with respect to a local coordinate system.

delta_x_len_vlc: This is a variable-length code specifying the length of the delta_x code that follows. The
delta_x_len_vlc and delta_x codes together specify the difference between the x-coordinates of a node (vertex) and
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the previously encoded node (vertex). The definition of the delta_x_len_vic and delta_x codes are given in Table
B-33, the table for sprite motion trajectory coding.

delta_x: This is an integer that defines the value of the difference between the x-coordinates of a node (vertex) and
the previously encoded node (vertex) in half pixel units. The number of bits in the bitstream for delta_x is
delta_x_len_vic.

delta_y len_vlc: This is a variable-length code specifying the length of the delta_y code that follows. The
delta_y len_vic and delta_y codes together specify the difference between the y-coordinates of a node (vertex) and
the previously encoded node (vertex). The definition of the delta_y len_vic and delta_y codes are given in Table
B-33, the table for sprite motion trajectory coding.

delta_y: This is an integer that defines the value of the difference between the y-coordinates of a node (vertex) and
the previop—mﬂed—mw—m—mka—mﬁﬁmba—d—wfbm#or delta_ y is
delta_y lem_vic.

6.3.9.3 Mesh motion

motion_rgnge_code: This is a 3-bit integer defined in Table 6-38. It specifies the dynamie’range of motion vectors
in half pel dinits.

Table 6-38 -- motion range code

motion range code | motion vectorrange

1 [-32, 31]

[-64, 63]

[-128; 127]

[-256, 255]

[-1024, 1023]

2
3
4
5 [-512, 511]
6
7

[-2048, 2047]

node_motjon_vector_flag: Thisis a 1 bit code specifying whether a node has a zero motion vector} When set to
‘1’ it indicates that a node has_a:zéro motion vector, in which case the motion vector is not encoded. When set to ‘0’,
it indicates|the node has a ponzero motion vector and that motion vector data shall follow.

delta_mv_[x_vlc: This/is*a variable-length code defining (together with delta_mv_x_res) the value of the difference
in the x-component,of‘the motion vector of a node compared to the x-component of a predicting motign vector. The
definition of the delta” mv_x_vlc codes are given in Table B-12, the table for motion vector coding (MVP). The value
delta_mv_x_ vic.is given in half pixel units.

delta_mv_X_res: This IS an inieger which IS used in mesh node motion Vecior decoding using an algorithm
equivalent to that described in the section on video motion vector decoding, subclause 7.6.3. The number of bits in
the bitstream for delta_mv_x_res is motion_range_code-1.

delta_mv_y_vlc: This is a variable-length code defining (together with delta_mv_y res) the value of the difference
in the y-component of the motion vector of a node compared to the y-component of a predicting motion vector. The
definition of the delta_mv_y_vlc codes are given in Table B-12, the table for motion vector coding (MVD). The value
delta_mv_y_vic is given in half pixel units.

delta_mv_y_res: This is an integer which is used in mesh node motion vector decoding using an algorithm

equivalent to that described in the section on video motion vector decoding, subclause 7.6.3. The number of bits in
the bitstream for delta_mv_y_res is motion_range_code-1.
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6.3.10 Face object

fba_object_start_code: The fba_object_start_code is the bit string ‘000001BA’ in hexadecimal. It initiates a face
object.

fba_object_coding_type: This is a 1-bit integer indicating which coding method is used. Its meaning is described
in Table 6-39.

Table 6-39 -- fba_object_coding_type

type value Meaning
0 predictive coding
1 DCT (face_object_plane_group)

fba_suggestped_gender: This is a 1-bit integer indicating the suggested gender for the face.model. It does not bind
the decoder tp display a facial model of suggested gender, but indicates that the content would be more Euitable for
display with the facial model of indicated gender, if the decoder can provide one. If fba rsuggested_gender is 1, the
suggested gender is male, otherwise it is female.

6.3.10.1 Fade object plane

face_paramget_mask: This is a 2-bit integer defined in Table 6-40. It indicates whether FAP data arg present in
the face franje.

Table 6-40 -- Face parameter,set mask

mask value Meaning
00 unused
01 FAP present
10 reserved
11 reserved

face_object |plane_start_code:«The face frame_start code is the bit string ‘000001BB’ in hexadecimal. It initiates
a face object plane.

is_frame_rate: This is a“1-bit flag which when set to ‘1’ indicates that frame rate information follows this bit field.
When set to ‘D’ no frametate information follows this bit field.

is_time_code: This'is a 1-bit flag which when set to ‘1’ indicates that time code information follows this bit field.
When set to ‘Dinortime code information follows this bit field.

time_code: This is a 18-bit integer containing the following: time_code_hours, time_code_minutes, marker_bit and
time_code_seconds as shown in Table 6-41. The parameters correspond to those defined in the IEC standard
publication 461 for “time and control codes for video tape recorders”. The time code specifies the modulo part (i.e.
the full second units) of the time base for the current object plane.

Table 6-41 -- Meaning of time_code

time_code range of value No. of bits | Mnemonic
time_code_hours 0-23 5 uimsbf
time_code_minutes 0-59 6 uimsbf
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marker_bit

bslbf

time_code_seconds

0-59

uimsbf

skip_frames: This is a 1-bit flag which when set to ‘1’ indicates that information follows this bit field that indicates
the number of skipped frames. When set to ‘0’ no such information follows this bit field.

fap_mask_type: This is a 2-bit integer. It indicates if the group mask will be present for the specified fap group, or
if the complete faps will be present; its meaning is described in Table 6-42. In the case the type is ‘10’ the ‘0’ bit in
the group mask indicates interpolate fap.

fap_group
which fap i
that is set

the group_|

Tabhla 642
rooTe-—O—a==

fan macle fyvina
ooty e

mask type Meaning
00 no mask nor fap
01 group mask
10 group mask’
11 fap

Table 6-43 -<fap group mask bits

group_number

No. of bits

1

2

16

12

_mask[group_number]: This is a variable length bit entity‘that indicates, for a particular g
5 represented in the bitstream. The value is interpreted/as'a mask of 1-bit fields. A 1-bit fiel
fo ‘1’ indicates that the corresponding fap is presentdnythe bitstream. When that 1-bit field
indicates that the fap is not present in the bitstream. The number of bits used for the fap_group_mas
humber, and is given in Table 6-43.

roup_number
d in the mask
is set to ‘0’ it
K depends on

NFAP[group_number] : This indicates the number of FAPs in each FAP group.

following table:

O | N0 | B~ |[W]|DN

[N
o

Table 6-44 -- NFAP definition

Its values are specified in the

group_number

NFAP[group_number]

1

2

2

16
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his is a 5-bit unsigned integer which is the quantization scale factor used to computejthe
1x: This is a 1-bit flag which when set to ‘1’ indicates that a new set of maximum range
these 4, 1-bit fields.

n: This is a 1-bit flag which when set to ‘1’ indicates that a new set.of minimum range
these 4, 1-bit fields.

ax: This is a 1-bit flag which when set to ‘1’ indicates that a\new set of maximum range V|
these 4, 1-bit fields.

in: This is a 1-bit flag which when set to ‘1’ indicatés that a new set of minimum range Vv
these 4, 1-bit fields.

e Object Prediction

f skipped frames. When set to ‘0’ no suyeh information follows this bit field.
ode frame rate and frame skip
This is an 8 bit unsigned integer indicating the reference frame rate of the sequence.

is is a 4 bit unsigned integer indicating the fractional reference frame rate. The frame rate is
me rate = (frame_rate'+ seconds/16).

ffset: This is ‘a 1-bit flag which when set to ‘1’ indicates that the frame rate uses the NTSC
/1001. This bit would typically be set when frame_rate = 24, 30 or 60, in which case the resy
e 23.97, 29.94 or 59.97 respectively. When set to ‘0’ no frequency offset is preg
fset ==1) frame rate = (1000/1001) * (frame_rate + seconds/16).

FAPI table

alues for |

alues for |

Alues for P

alues for P

This is a 1-bit flag which when set to ‘1’ indicates that information follows this bit field that indicates

computed

frequency
Iting frame
ent. l.e. if

rames_to_skip: This is a 4-bit unsigned integer _indicating the number of frames skip

ed. If the

number_of frames_to skip is equal to 15 (pattern “1111") then another 4-bit word follows allowing to skip up to 29
frames(pattern “11111110"). If the 8-bits pattern equals “11111111", then another 4-bits word will follow and so on,
and the number of frames skipped is incremented by 30. Each 4-bit pattern of ‘1111’ increments the total number of
frames to skip with 15.

6.3.10.4 Decode new minmax

i_new_max][j]: This is a 5-bit unsigned integer used to scale the maximum value of the arithmetic decoder used in

the | frame.

i_new_min[j]: This is a 5-bit unsigned integer used to scale the minimum value of the arithmetic decoder used in

the | frame.
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p_new_max[j]: This is a 5-bit unsigned integer used to scale the maximum value of the arithmetic decoder used in
the P frame.

p_new_min[j]: This is a 5-bit unsigned integer used to scale the minimum value of the arithmetic decoder used in
the P frame.

6.3.10.5 Decode viseme and expression

viseme_def: This is a 1-bit flag which when set to ‘1’ indicates that the mouth FAPs sent with the viseme FAP may
be stored in the decoder to help with FAP interpolation in the future.

expression_def: This is a 1-bit flag which when set to ‘1’ indicates that the FAPs sent with the expression FAP
may be stored in the decoder to help with FAP interpolation in the future.

6.3.10.6 Hace object plane group
face_obje¢t_plane_start_code: Defined in subclause 6.3.10.1.

is_intra: This is a 1-bit flag which when set to ‘1’ indicates that the face object is coded-inTintra modg. When set to
‘0’ it indicates that the face object is coded in predictive mode.

face_paramset_mask: Defined in subclause 6.3.10.1.
is_frame_fate: Defined in subclause 6.3.10.1.
is_time_code: Defined in subclause 6.3.10.1.
time_codgq: Defined in subclause 6.3.10.1.
skip_framps: Defined in subclause 6.3.10.1.

Fap_quanf_index: This is a 5-bit unsigned integer used as the index to a fap_scale table for djomputing the
guantization step size of DCT coefficients. The value*gf.fap_scale is specified in the following list:

fap_scale[®0 - 31]1={1, 1, 2, 3, 5 75v8, 10, 12, 15, 18, 21, 25, 30, 35, 42,

50, 60, 72, 87, 105,128, 156, 191, 234, 288, 355, 439, 543, 674, 836, 1039}
fap_mask] type: Defined in subclause 6:3.10.1.

fap_group_mask[group_number] . Defined in subclause 6.3.10.1.
6.3.10.7 Hace Object Group-Prediction

skip_framps: See the definition in subclause 6.3.10.1.

6.3.10.8 Decodeframe rate and frame skip

frame_rate:‘See the definition in subclause 6.3.10.3.

frequency_offset: See the definition in subclause 6.3.10.3.
number_of_frames_to_skip: See the definition in subclause 6.3.10.3.
6.3.10.9 Decode viseme_segment and expression_segment

viseme_segment_selectlq[k]: This is the quantized value of viseme_selectl at frame k of a viseme FAP
segment.

viseme_segment_select2q[k]: This is the quantized value of viseme_select2 at frame k of a viseme FAP
segment.

viseme_segment_blendq[k]: This is the quantized value of viseme_blend at frame k of a viseme FAP segment.
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viseme_segment_def[k]: This is a 1-bit flag which when set to ‘1’ indicates that the mouth FAPs sent with the
viseme FAP at frame k of a viseme FAP segment may be stored in the decoder to help with FAP interpolation in the

future.

viseme_segment_selectlq_diff[k]:

segment.

viseme_segment_select2q_diff[k]:

segment.

viseme_segment_blendq_diff[k]:

segment.

This is the prediction error of viseme_blend at frame k of a vi

This is the prediction error of viseme_selectl at frame k of a viseme FAP

This is the prediction error of viseme_select2 at frame k of a viseme FAP

seme FAP

expression_segment_selectlg[k]: This is the quantized value of expression selectl at frame k of an expression

FAP segment.

expression_|

FAP segment.

expression_
expression F

expression_|
expression F

expression_
expression F

expression_|
expression F

expression_
expression F

expression_|
expression F

expression_
expression F

expression_|
expression F
the future.

6.3.10.10 D¢

dc_q: This i
coded as a 9
specified in th

segment_select2q[k]: This is the quantized value of expression_select2 at frame k.of an
Eegment_intensity1q[K]:
\P segment

segment_intensity2q[k]:
\P segment

segment_selectlq_diff[k]:
\P segment.

This is the prediction error ofZexpression_selectl at fram

segment_select2q_diff[k]:
\P segment.

This is the prediction{error of expression_select2 at fram

segment_intensitylq_diff[k]: This is the prediction error of expression_intensityl at fral
\P segment.

segment_intensity2q_diff[k]: This is;the prediction error of expression_intensity2 at fra
\P segment.

segment_init_face[k]:
\P segment.

segment_def[k]: This'is a 1-bit flag which when set to ‘1’ indicates that the FAPs se
AP at frame k of a viSeme FAP segment may be stored in the decoder to help with FAP inte
code i_dc,p=dc, and ac

the quantized DC component of the DCT coefficients. For an intra FAP segment, this co
igned jinteger of either 16 bits or 31 bits. The DCT quantization parameters of the 69
efollowing list:

expression

This is the quantized value of expression_intensityl at franpe k of an

This is the quantized value of expressien_intensity2 at franpje k of an

e k of an

e k of an

me k of an

me k of an

This.s & 1-bit flag which indicates the value of init_face at frame k of an

Nt with the
Fpolation in

mponent is
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DCTQPI1 - 68] = {1,
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For DC coefficients, the quantization stepsize is obtained as follows:

gstep[i] = fap_scale[fap_quant_inex] * DCTQP]i] + 3.0
dc_q_diff: This is the quantized prediction error of a DC coefficient of an inter FAP segment. Its value is computed
by subtracting the decoded DC coefficient of the previous FAP segment from the DC coefficient of the current FAP
segment. It is coded by a variable length code if its value is within [-255, +255]. Outside this range, its value is
coded by a signed integer of 16 or 32 bits.

count_of_runs: This is the run length of zeros preceding a non-zero AC coefficient.

ac_q[i][next]: This is a quantized AC coefficients of a segment of FAPi. For AC coefficients, the quantization
stepsize is three times larger than the DC quantization stepsize and is obtained as follows:

gstepli] = fap_scale[fap_quant_inex] * DCTQP]i]

7 The vispal decoding process

This claus¢ specifies the decoding process that the decoder shall perform to recover'visual data frgm the coded
bitstream. As shown in Figure 7-1, the visual decoding process includes several decoding processes slich as shape-
motion-texjure decoding, still texture decoding, mesh decoding, and face decoding processes. After|decoding the
coded bitsfream, it is then sent to the compositor to integrate various visual objeets.

Face
Decoding
Still Texture
Decoding
Mesh
» Decoding
I~ —>
Entropy To N
—| Decoding Texturg Conmposition
and Visual »{ Decoding >
Demux X
Motion j
Compensation
Decoding
Shape j
Decoding

Figure 7-L </Ahigh level view of basic visual decoding; specialized decoding such as scalablg, sprite and

In subclauses 7.1 through 7.9 the VOP decoding process is specified in which shape, motion, texture decoding
processes are the major contents. The still texture object decoding is described in subclauses 7.10. Subclause 7.11
includes the mesh decoding process, and subclause 7.12 features the face object decoding process. The output of
the decoding process is explained in subclause 7.13.

7.1 Video decoding process

This subclause specifies the decoding process that a decoder shall perform to recover VOP data from the coded
video bitstream.

With the exception of the Inverse Discrete Cosine Transform (IDCT) the decoding process is defined such that all

decoders shall produce numerically identical results. Any decoding process that produces identical results to the
process described here, by definition, complies with this part of ISO/IEC 14496.
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The IDCT is defined statistically such that different implementations for this function are allowed. The IDCT
specification is given in annex A.

Figure 7-2 is a diagram of the Video Decoding Process without any scalability feature. The diagram is simplified for
clarity. The same decoding scheme is applied when decoding all the VOPs of a given session

NOTE Throughout this part of ISO/IEC 14496 two dimensional arrays are represented as name[q][p] where ‘q’ is
the index in the vertical dimension and ‘p’ the index in the horizontal dimension.

video_object layer_shape

Coded Bit Stream l
(Shape) o R Shape brevi
= Decoding revious
Reconstructed
VOP
Coded Bit Stream
Motion .
( ) — > Motion
| Motion - Com_pen- <
> Decoding >  saton
| > VOP
Pemultiplexer Recon-
\ 4 ;
« struction
Coded : N
Bit Stream Variable Inverse < @)
> Length > Scan S
(Texture) Decoding
RN
)\\J
Q,
Inverse Inverse
DC&AC Pt .o\ » IDCT
Prediction Quagization

C\),:i"gx'[ure Decoding

Figure 7-2 -- Simplified Video Decoding Process

The decoder| is mainly composed of three parts: shape decoder, motion decoder and texture de¢oder. The
reconstructedq VOP is obtained by combining the decoded shape, texture and motion information.

7.2 Higher dyntactic¢.structures

The various| parameters and flags in the bitstream for VideoObjectLayer(), Group_of VideoObjectPlane(),
VideoObjectHlane(), video plane with short header() macroblock() and block() as well as othel syntactic
structures related to them shall be interpreted as discussed earlier. Many of these parameters and flags affect the
decoding process. Once all the macroblocks in a given VOP have been processed, the entire VOP will have been
reconstructed. In case the bitstream being decoded contains B-VOPSs, reordering of VOPs may be needed as
discussed in subclause 6.1.3.7.

7.3 VOP reconstruction

The luminance and chrominance values of a VOP from the decoded texture and motion information are
reconstructed as follows:

1. In case of INTRA macroblocks, the luminance and chrominance values f[y][x] from the decoded texture data
form the luminance and chrominance values of the VOP: d[y][X] = f[y][X].
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2. Incase of INTER macroblocks, first the prediction values p[y][x] are calculated using the decoded motion vector

information and the texture information of the respective reference VOPSs. Then, the decoded texture data f[y][x]
is added to the prediction values, resulting in the final luminance and chrominance values of the VOP: d[y][x] =

PIYIX] + flyl[X]

Finally, the calculated luminance and chrominance values of the reconstructed VOP are saturated so that
0 < d[y][x] < 2" — 1, for all X, y.
7.4 Texture decoding

This subclause describes the process used to decode the texture information of a VOP. The process of video
texture decoding is given in Figure 7-3.

QFSIn]

/

PQF[v][u] Reconstructed VOP

Coded Data |\ariable Inverse Scan
Length

Decoding

VORMemory

Decoded Pels

Inverse DC &
A C Prediction

Inverse
Quantization

Inverse DCT Maotion

Compensation

Figure 7-3 -- Video:Texture Decoding Process

v

/

Fv][u]

/

QFV][u]

4

fiylixd dlyl[x

7.4.1 Varifable length decoding

This subclause explains the decoding process. Subclause 7.4.1.1 specifies the process used for the DC coefficients

(n=0) in aI

7.4.1.2 spsg
intra coded

7.4.1.1 DS

Differential
as defined
dct_dc_siz

intra coded block. (n is the index of the coefficient in the appropriate zigzag scan orde]
cifies the decoding process-forall other coefficients; AC coefficients (N # 0) and DC coeff
blocks.

C coefficients decodihg in intra blocks

DC coefficients in"blocks in intra macroblocks are encoded as variable length code denotin
in Table B=13*and Table B-14 in annex B, and a fixed length code dct_dc_differential (Tak
b categorizes the dc coefficients according to their “size”. For each category additional bits

to the dct
done by a

Ic_size-code to uniquely identify which difference in that category actually occurred (Table
pending a fixed length code, dct_dc_differential, of dct_dc_size bits. The final value of th

I). Subclause
cients in non-

j dct_dc_size
le B-15). The
hre appended
B-15). This is
b decoded dc

coefficient

Ts the sum of this differential dc value and the predicted value.

When short_video_header is 1, the dc coefficient of an intra block is not coded differentially. It is instead transmitted
as a fixed length unsigned integer code of size 8 bits, unless this integer has the value 255. The values 0 and 128
shall not be used — they are reserved. If the integer value is 255, this is interpreted as a signaled value of 128.

7.4.1.2 Other coefficients

The ac coefficients are obtained by decoding the variable length codes to produce EVENTs. An EVENT is a
combination of a last hon-zero coefficient indication (LAST; “0": there are more nonzero coefficients in this block, “1":
this is the last nonzero coefficient in this block), the number of successive zeros preceding the coded coefficient
(RUN), and the non-zero value of the coded coefficient (LEVEL).
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When short_video_header is 1, the most commonly occurring EVENTS are coded with the variable length codes
given in Table B-17 (for all coefficients other than intra DC whether in intra or inter blocks). The last bit “s” denotes
the sign of level, “0” for positive and “1” for negative.

When short_video_header is 0, the variable length code table is different for intra blocks and inter blocks. The most
commonly occurring EVENTSs for the luminance and chrominance components of intra blocks in this case are
decoded by referring to Table B-16. The most commonly occurring EVENTSs for the luminance and chrominance
components of inter blocks in this case are decoded by referring to Table B-17. The last bit “s” denotes the sign of
level, “0” for positive and “1” for negative. The combinations of (LAST, RUN, LEVEL) not represented in these tables

are decoded as described in subclause 7.4.1.3.

7.4.1.3 Escape code

Many possibl
combinations
The first thre
tables are no
are used, the

Type 1 : ESC
standard Tco)
decoding to ¢

where LEVEI
as a function

Type 2 : ESG
standard Tcd
decoding to g

where RUN”
function of the

Type 3 : ESC
escape codeq
the 12-bit-LE]
combinations
B-18.

Type 4: The
following ES(
values 0000 (

7.4.1.4 Intrg

At the VOP |z

e , Bty v - o istically rare
an Escape Coding method is used. The escape codes of DCT coefficients are encoded.in)five modes.
P of these modes are used when short_video _header is 0 and in the case that thé)revdrsible VLC
used, and the fourth is used when short_video _header is 1. In the case that the reversible MVLC tables
fifth escape coding method as in Table B-23 is used. Their decoding process isspecified below.

is followed by “0”, and the code following ESC + "0” is decoded as a variable length cod
ef VLC codes given in Table B-16 and Table B-17, but the values of LEVEL are modifie
ive the restored value LEVEL®, as follows:

LEVEL®= sign(LEVEL") x [ abs( LEVEL") + LMAX ]

b using the
d following

+

is the value after variable length decoding and LMAX is obtained from Table B-19 and [Table B-20

pf the decoded values of RUN and LAST.

is followed by “10”, and the code following ESC + “10%iS§ decoded as a variable length cod
ef VLC codes given in Table B-16 and Table B-27,vbut the values of RUN are modifig)
ive the restored value RUN?®, as follows:

RUN®= RUN' + (RMAX + 1)

b using the
d following

is the value after variable length decoding.s RMAX is obtained from Table B-21 and Tablg B-22 as a

e decoded values of LEVEL and LAST.

is followed by “11”, and the code following ESC + “11” is decoded as fixed length codes. This type of
are represented by 1-bit LAST,*6-bit RUN and 12-bit LEVEL. A marker bit is inserted befole and after
VEL in order to avoid the resync_marker emulation. Use of this escape sequence for erjcoding the
listed in Table B-16 and/Fable B-17 is prohibited. The codes for RUN and LEVEL are given in Table

the 15 bits
VEL. The

fourth type of escape“code is used if and only if short_video_header is 1. In this case,
C are decoded &s,fixed length codes represented by 1-bit LAST, 6-bit RUN and 8-bit LE
000 and 1000:Q00 for LEVEL are not used (they are reserved).

dc coefficient decoding for the case of switched vilc encoding

between 2
-21.

yer,\using quantizer value as the threshold, a 3 bit code (intra_dc_vic_thr) allows switching

VLCs (DC Int

aWLC and AC Intra VLC) when decoding DC coefficients of Intra macroblocks, see Table ¢

NOTE When the intra AC VLC is turned on, Intra DC coefficients are not handled separately any more, but treated
the same as all other coefficients. That means that a zero Intra DC coefficient will not be coded but will simply
increase the run for the following AC coefficients. The definitions of mcbpc and cbpy in subclause 6.3.6 are changed
accordingly.

7.4.2 Inverse scan

This subclause specifies the way in which the one dimensional data, QFS[n] is converted into a two-dimensional
array of coefficients denoted by PQF[v][u] where u and v both lie in the range of 0 to 7. Let the data at the output of
the variable length decoder be denoted by QFS[n] where n is in the range of 0 to 63. Three scan patterns are
defined as shown in Figure 7-4. The scan that shall be used is determined by the following method. For intra blocks,
if acpred_flag=0, zigzag scan is selected for all blocks in a macroblock. Otherwise, DC prediction direction is used to
select a scan on block basis. For instance, if the DC prediction refers to the horizontally adjacent block, alternate-
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vertical scan is selected for the current block. Otherwise (for DC prediction referring to vertically adjacent block),
alternate-horizontal scan is used for the current block. For all other blocks, the 8x8 blocks of transform coefficients
are scanned in the “zigzag” scanning direction.

0 |1 |2 |3 (10 |11 |12 |13 0 |4 |6 |20 |22 |36 |38 |52 0O |1 |5 |6 (14 |15 |27 |28
4 |5 (8 |9 |17 |16 (15 (14 1 (5 |7 |21 |23 |37 (39 |53 2 |4 |7 |13 [16 |26 |29 |42
6 |7 |19 (18 (26 |27 |28 |29 2 |8 |19 |24 [34 (40 |50 |54 3 |8 |12 (17 (25 |30 |41 |43
20 |21 |24 |25 (30 |31 |32 |33 3 |9 (18 (25 |35 |41 |51 |55 9 |11 |18 (24 (31 |40 |44 |53
22 |23 |34 |35 (42 |43 |44 |45 10 (17 |26 |30 |42 |46 (56 |60 10 |19 |23 |32 (39 (45 |52 |54
36 |37 |40t41 146 147 148 49 11 116 {27 131 143 147 |57 lgq 20 122 133 138 146 (51 |55 |60
38 |39 |50 (51 [56 |57 |58 |59 12 (15 |28 |32 |44 (48 |58 |62 21 |34 |37 |47-}507||56 |59 |61
52 |53 |54 |55 [60 |61 |62 |63 13 (14 |29 |33 |45 |49 (59 |63 35 |36 |4849 |57 |58 |62 |63

Figure 7-4 -- (a) Alternate-Horizontal scan  (b) Alternate-Vertical scan , (¢)~Zigzag sg

7.4.3 Intr@g dc and ac prediction for intra macroblocks

This subcl
out for int
macrobloc

7.4.3.1 DS

This adapt
DC gradie
decoded. B
block immd

The invers
the DC an(

use specifies the prediction process for decoding of coefficients. This-prediction process i
-macroblocks (I-MBs) and when short_video_header is “0”. M/hen short_video header|
is not an I-MB, this prediction process is not performed.

C and AC Prediction Direction

nts around the block to be decoded. Figure 7-5.shows the three blocks surrounding th
lock X', ‘A’, ‘B’ and ‘C’ respectively refer to the current block, the left block, the above-left

diately above, as shown.
[
B E C E D
Qe )

]
A X ‘ Y Macroblock

Figure 7-5 -- Previous neighboring blocks used in DC prediction

e guantized DC values of the previously decoded blocks, F[0][0], are used to determine th
ACprediction as follows.

5 only carried
is “1” or the

block to be
lock, and the

ve selection of the DC and AC prediction direction is*based on comparison of the horizontE and vertical

e direction of

if (|F,[0][0] — F,[O][0]] < [F,[O][0] — F.[O][O]])

else

predict from block C

predict from block A

If any of the blocks A, B or C are outside of the VOP boundary, or the video packet boundary, or they do not belong

to an intra coded macroblock, their F[0][0] values are assumed to take a value of 2

_per_pixel+2)

compute the prediction values.

and are used to
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The adaptive DC prediction method involves selection of either the F[0][0] value of immediately previous block or
that of the block immediately above it (in the previous row of blocks) depending on the prediction direction
determined above.

if (predict from block C)

else

dc_scalar is g
appropriate in

DC prediction

QF,[0][0] = PQF,[0][0] + F[0][0] // dc_scaler

QF,[0][0] = PQF,[0][0] + F,[0][0] // dc_scaler

efined in Table 7-1. This process is independently repeated for every block of a macroblog]

hmediately horizontally adjacent block ‘A’ and immediately vertically adjacent block ‘C’¢

s are performed similarly for the luminance and each of the two chrominance components.

7.4.3.3 Adaptive ac coefficient prediction

This process
coefficients.

Either coeffic
coefficients o
for DC coeff
macroblock,
adjacent pre
Figure 7-6.

is used when ac_pred_flag = ‘1’, which indicates that AC prediction js performed when d¢g

ents from the first row or the first column of a previous coded. block are used to predict t
the current block. On a block basis, the best direction (from‘among horizontal and vertical
cient prediction is also used to select the direction for’AC coefficients prediction; thu
or example, it becomes possible to predict each bloCk independently from either the

ious block or the vertically adjacent previous block:»The AC coefficients prediction is il

:Macroblock

k using the

coding the

he co-sited
directions)
5, within a
horizontally
ustrated in

.........................................

Figure 7-6 -- Previous neighboring blocks and coefficients used in AC prediction

To compensate for differences in the quantization of previous horizontally adjacent or vertically adjacent blocks used
in AC prediction of the current block, scaling of prediction coefficients becomes necessary. Thus the prediction is
modified so that the predictor is scaled by the ratio of the current quantisation stepsize and the quantisation stepsize
of the predictor block. The definition is given in the equations below.

If block ‘A’ was selected as the predictor for the block for which coefficient prediction is to be performed, calculate
the first column of the quantized AC coefficients as follows.
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QF,[0][i] = PQF,[O][i] + (QF,[0][i] * QP,) // QP, i=1to7

If block ‘C’ was selected as the predictor for the block for which coefficient prediction is to be performed, calculate
the first row of the quantized AC coefficients as follows.

QF.{il[0] = PQF,[iI[0] + (QF.[][0] * QP.) // QP, i=1to7

If the prediction block (block 'A" or block 'C") is outside of the boundary of the VOP or video packet, then all the
prediction coefficients of that block are assumed to be zero.

7.4.3.4 Saturation of QF[v][u]

The quantized coefficients resulting from the DC and AC Prediction are saturated to lie in the range [-2048, 2047].
Thus:

2047 QF [Vv][u] > 2047
QF [V][u] = yQF [V][u] -2048< QF[v][u] <2047
—-2048 QF [v][u] < —2048

7.4.4 Invdrse quantisation

The two-dimensional array of coefficients, QF[V][u], is inverse quantised do-produce the reconstructed DCT
coefficient§. This process is essentially a multiplication by the quantiser-step size. The quantisef step size is
modified by two mechanisms; a weighting matrix is used to modify the step-size within a block and a gcale factor is
used in order that the step size can be modified at the cost of only a.few’bits (as compared to encogling an entire
new weighting matrix).

QF[VI[u] FIvi[u] F[vI[u] Flv][u]
Inverse .
ol ok . Mismatch
Sat
%Jr??rtllmaétli?:n uration Control

quant_scale _code

WIw][V][u]

Figure 7-7 -- Inverse quantisation process

Figure 7-7[illustrates the overall inverse quantisation process. After the appropriate inverse quantisafion arithmetic
the resulting eoefficients, F"[v][u], are saturated to yield F'[v][u] and then a mismatch control operatior| is performed
to give theffinal reconstructed DCT coefficients, F[v][u].

NOTE Attention is drawn to the fact that the method of achieving mismatch control in this part of ISO/IEC 14496 is
identical to that employed by ISO/IEC 13818-2.

7.4.4.1 Firstinverse quantisation method

This subclause specifies the first of the two inverse quantisation methods. The method described here is used when
guant_type equals 1.

7.4.4.1.1 Intradc coefficient
The DC coefficients of intra coded blocks shall be inverse quantised in a different manner to all other coefficients.

In intra blocks F”[0][0] shall be obtained by multiplying QF[0][0] by a constant multiplier,
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The reconstructed DC values are computed as follows.

F[0][0] = dc_scaler* QF[0][0]

When short_video_header is 1, dc_scaler is 8, otherwise dc_scaler is defined in Table 7-1.

7.4.4.1.2 Other coefficients

© ISO/IEC

All coefficients other than the DC coefficient of an intra block shall be inverse quantised as specified in this
subclause. Two weighting matrices are used. One shall be used for intra macroblocks and the other for non-intra
macroblocks. Each matrix has a default set of values which may be overwritten by down-loading a user defined

matrix.

and additiona
and chromin
arithmetic to

NOTE The a|
7.4.4.2 Secd

This subclaug
for all the co

e

. W[O][v][u] is for intra macroblocks, and WI[1][v][u] is for non-intra macroblocks. Th
le is determined by vop_quant, dquant, dbquant, and quant_scale for luminance and-ch
lly by vop_quant_alpha for grayscale alpha. For example, the value of quantiser_scale for|

[

nce shall be an integer from 1 to 31 when not_8 bit == ‘0’. The following _equation sf
construct F"[v][u] from QF[v][u] (for all coefficients except intra DC coefficients):

0, if QF[V][u] =0

- { | _
((2x QF[M[u] +k) x Ww][V][u] x quantiser _ scale) / 16, ifQF[v][u] = 0

where:

8

bove equation uses the “/” operator as defined in subglause 4.1.

0 intra blocks
Sgn(QF[Vv][u]) non-intrablocks

nd inverse quantisation method

e specifies the second of the two inverse guantisation methods. . The method described h
pfficients other than the DC coefficient of an intra block when quant_type==0. In the secd

e matrices

e value of

ominance,
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ecifies the

bre is used
nd inverse

guantization nethod, the DC coefficient of an intra block is quantized using the same method as in the fjrst inverse

guantization
values from 1

7.4.4.2.1 De

(
|FIvI[u]| =

The sign of Q

method (see subclause 7.4.4.1.1).The quantization parameter quantiser_scale may ta

to 274"-P** 1 The quantization.Stepsize is equal to twice the quantiser_scale.

juantisation

. IfQF[V][u] =0,
2 x |QF[v][u]|+1) xQuantiser _ scale, if QF[V][u] # O, quantiser _scaleisodd,
2 x |QF[v][u]|+1) xQuantiser _scale—1, if QF[v][u] #0, quantiser__scaleiseven.

F[v][u] is(then incorporated to obtain F"[V][u]: F"[V][u]= Sign(QF[Vv][u])x|F"[V][u]]

7.4.4.3 Nonl

inear.inverse DC quantisation

NOTE This subclause is valid for both quantization methods.

ke integer

Within an Intra macroblock for which short_video_header is 0, luminance blocks are called type 1 blocks, chroma
blocks are classified as type 2. When short_video_header is 1, the inverse quantization of DC intra coefficients is
equivalent to using a fixed value of dc_scaler = 8, as described above in subclause 7.4.1.1.

DC coefficients of Type 1 blocks are quantized by Nonlinear Scaler for Type 1
DC coefficients of Type 2 blocks are quantized by Nonlinear Scaler for Type 2

Table 7-1 specifies the nonlinear dc_scaler expressed in terms of piece-wise linear characteristics.
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Table 7-1 -- Non linear scaler for DC coefficients of DCT blocks, expressed in terms of relation with

guantizer_scale

Component:Type dc_scaler for quantiser_scale range

1through 4 | 5through 8 9through 24 >=25
Luminance: Typel 8 2x quantiser_scale | quantiser_scale +8 | 2 x quantiser_scale -16
Chrominance: Type2 | 8 (quantiser_scale +13)/2 guantiser_scale -6

7.4.4.4 Saturation

The coeffidients resulting from the INverse Quantisation Arthmetic are saturated to Nie In the range [=2
+ 3, 2bits_[per_pixel + 3 —1]. Thus:

F'IVI[u] =

7445 M

This mism
performed
in the bloc
then a corr

NOTE 1 |
least signil
“evenness’

NOTE 2 |
in an enco
should avad
inserts any
IDCT func
mismatche

7.4.4.6 SU

2bits_per_pixe|+3 -1 F"[V][U] > 2bits_per_pixe|+3 -1

=3 u[v] [U] _ ZbitSJ)HJ)iXel+3 <FE' I[V] [U] < 2bi'[SJ)e|’J)iXe| +3 -1
_ 2bits_per_pixel +3 F”[V][U] < _2bitS_per_pixe| +3

smatch control

by any process equivalent to the following. Firstly all of the reconstructed, saturated coeffi

ection shall be made to just one coefficient; F[7][7]. Thus:

v<8u<8

sum= > > F'[v][u]

Flv]u] = F: [\;][u] for al upy-except u=v=7
F[717] if sumisodd

FI7I7] = {F'[?][?] 21 if F'[7][7] isodd

FIAN+1 if F[7[7] iseven} If sumis even

may be useful to note that.the above correction for F[7][7] may simply be implemented b
icant bit of the twos complement representation of the coefficient. Also since only the
of the sum is of interest an exclusive OR (of just the least significant bit) may be used to cal

Varning. Small non-zero inputs to the IDCT may result in zero output for compliant IDCTs.
ler, mismatch may occur in some pictures in a decoder that uses a different compliant IDCT
id this problem.and may do so by checking the output of its own IDCT. It should ensurg
non-zero eoefficients into the bitstream when the block in question reconstructs to zero th
tion. If this\ action is not taken by the encoder, situations can arise where large ang
S between‘the state of the encoder and decoder occur.

nmimary of quantiser process for method 1

hits_per_pixel

atch control is only applicable to the first inverse quantization method. Mismatch comtrol shall be

Cients, F[v][u]

shall be summed. This value is then tested to determine whether it is odd or even. If thg¢ sum is even

y toggling the
“oddness” or
culate “sum”.

If this occurs
. An encoder
that it never
fough its own
very visible

In summary, the method 1 inverse quantisation process is any process numerically equivalent to:

125


https://iecnorm.com/api/?name=42e96055e0a857137b291f45b0f3a2a3

ISO/IEC 14496-2:1999(E)

for (v

=0; v<8;v++) {

for (u=0; u<8;u++) {

if (QFIVI[u] == 0)
FIVILu] = 0;

else if ( (U==0) && (v==0) && (macroblock_intra) ) {
F"[V][u] = dc_scaler * QF[V][u];

}else {
if ( macroblock_intra ) {

F"[V][u] = ( QF[V][u] * W[O][v][u] * quantiser_scale * 2 ) / 32;

}else {

FIvIu] = (C(QFM[u]* 2) + Sign(QF[V][u]) ) * W[1][v][u]

* quantiser_scale ) / 32;

© ISO/IEC

:07
=0; v<8;v++) {

for (u=0; u<8;u++) {

if ( F"[V][LI] > 2bizsfper7pixe|+3 -1 )
F'[V][U] =2 bits_per_pixel +3 l;
}else {
if ( F"[V][U] <2 bits_per_pixel + 3 ) {
F'[V][U] =.2 bits_per_pixel + 3 ;
}else {
} FVI[u] = F*[V][u;

}

um = sum + F’[V][u];

[VI[u] = F'[v][u];

m & 1) ==0) {

((F[7][7] & 1) 1= 0) {
FI71071 = FT7007] - 3

else {
FI717] = P77+

e DCT

[ coefficients, F[u][v] are reconstructed, the inverse DCT transform defined in annex A shalllbe applied

nverse transformed values. f [y][)(] These values shall be saturated so that: -2"-"" f[y][y] Nt g ,

}
}
sum
for (v
S|
F
}
}
if ((sy
if
}
}
}
7.45 Invers
Once the DC
to obtain the
for all x, y.
7.5 Shaped

ecoding

Binary shape decoding is based on a block-based representation. The primary coding methods are block-based
context-based binary arithmetic decoding and block-based motion compensation. The primary data structure used is
denoted as the binary alpha block (bab). The bab is a square block of binary valued pixels representing the
opacity/transparency for the pixels in a specified block-shaped spatial region of size 16x16 pels. In fact, each bab is
co-located with each texture macroblock.
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7.5.1 Higher syntactic structures

7.5.1.1 VOL decoding

ISO/IEC 14496-2:1999(E)

If video_object_layer_shape is equal to ‘00’ then no binary shape decoding is required. Otherwise, binary shape
decoding is carried out.

7.5.1.2 VOP decoding

If video_object_layer_shape is not equal to ‘00’ then, for each subsequent VOP, the dimensions of the bounding
rectangle of the reconstructed VOP are obtained from:

vop_width

vop_h

If these de
the neares

Additionally
from:

VOp_ Vg

These spa
within a vo

vop_sh

This flag ig

Talals
gt

coded dimensions are not multiples of 16, then the values of vop_width and vop_heightyare
integer, which is a multiple of 16.

, in order to facilitate motion compensation, the horizontal and spatial positien‘of the VOP

vop_harizontal_mc_spatial_ref

rtical_mc_spatial_ref

ial references may be different for each VOP but the same cobrdinate system must be use
. Additionally, the decoded spatial references must have an‘even value.

ape_coding_type

used in error resilient mode and enables the use.of intra shape codes in P-VOPs. Finall

class, it is pecessary to decode

changg¢_conv_ratio_disable

This specifjes whether conv_ratio is encoded at\thie macroblock layer.

Once the 3
each macr

7.5.2 Mag

The shape
form of a 1

7521 M

Each bab
which influ

bove elements have been decoded, the binary shape decoder may be applied to decode
bblock within the bounding rectangle.

roblock decoding

information for gach macroblock residing within the bounding rectangle of the VOP is ded
Ex16 bab.

bde decoding

pbelongs to one of seven types listed in Table 7-2. The type information is given by the |
brices decoding of further shape information. For I-VOPs only three out of the seven mode

ounded up to

are obtained

i for all VOPs

, in the VOP

the shape of

oded into the

ab_type field
s are allowed

as shown i

T Tapte7-2:

Table 7-2 -- List of bab types

bab_type | Semantic Used in

0 MVDs==0 && No Update | P-,B-VOPs

1 MVDs!=0 && No Update | P-,B-VOPs

2 Transparent All VOP types
3 Opaque All VOP types
4 IntraCAE All VOP types
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MVDs==0 && interCAE P-,B-VOPs

MVDs!=0 && interCAE P-,B-VOPs

7.5.2.1.1 1-VOPs

© ISO/IEC

Suppose that f ( x, y) is the bab_type of the bab located at ( x, y) , where x is the BAB column number and vy is the
BAB row number. The code word for the bab_type at the position (i, ) is determined as follows. A context C is

computed from previously decoded bab_type'’s.

C = 27%(f(i-1,-1)-2) + 9*(f(i,-1)-2) + 3*(f(i+1,j-1)-2) + (f(i-1,j)-2)

If f(x,y) references a bab outside the current VOP, bab_type is assumed to be transparent for that bab (i.e.

f (X, y)=2). The bab_type of babs outside the current video packet is also assumed to be transparen
used to decdde bab_type for the current bab is switched according to the value of the context C. Th
switched VL{ table is given in Table B-27.

7.5.2.1.2 P-

The decoding of the current bab_type is dependent on the bab_type of the co-located bab in the refer
The reference¢ VOP is either a forward reference VOP or a backward reference VOR./The forward refere
defined as thp most recent non-empty (i.e. vop_coded !=0) I- or P-VOP in_the*past, while the backw
defined as the most recently decoded I- or P-VOP in the future. If the current VOP is a P-VOP, t
reference VOP is selected as the reference VOP. If the current VOP is a B-VOP the following decisio
applied:

1. If one of the reference VOPs is empty, the non-empty one (forward/backward) is selected as the refe
for the current B-VOP.

2. If both reference VOPs are non-empty, the forward reference VOP is selected if its temporal dists
current B-VOP is not larger than that of the backward reference VOP, otherwise, the backward one is chg

In the special cases when closed_gov == 1 and.the forward reference VOP belongs to the previoug
current B-VOP takes the backward VOP as reference.

If the sizes dof the current and reference YOPs are different, some babs in the current VOP may not
located equivalent in the reference VOP:*Therefore the bab_type matrix of the reference VOP is mar
match the sizp of the current VOP. TwoTules are defined for that purpose, namely a cut rule and a copy r

cut rule.|If the number of lines (respectively columns) is smaller in the current VOP than in the refer
lines (respectively rightmost columns) are eliminated from the reference VOP such tha
sizes malfch.

copy rulg. If theaumber of lines (respectively columns) is larger in the current VOP than in the refer
the bottom lin€ (respectively rightmost column) is replicated as many times as needed in the refe
such that|bothVOP sizes match.

. The VLC
is context-

cence VOP.
nce VOP is
ard VOP is
he forward
h rules are

rence VOP

nce to the
sen.

GOV, the

have a co-
ipulated to
le:

ence VOP,
both VOP

ence VOP,
ence VOP

An example is shown in Figure 7-8 where both rules are applied.
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(@) (b) (c)
2211122 221112 221112
2210122 221012 221012
. 2110012 211001 211001
Previous 1511 001 2 E> 211001 E> 211001
VOP 2100001 210000 210000
3030003 303000 303000
0000031 000003 1000003
\l 000003 ?)Dv
clit “ U
(d)
71+ 22
221012
211011
Current 211001
oP 110000
330000
000O0O0O0
000O0O0O
Figure 718 -- Example of size fitting between current VOP and refererice VOP. The numbers represent the
type of each bab
The VLC t¢ decode the current bab_type is switched according to the(walue of bab_type of the co-locajed bab in the
reference YOP. This context-switched VLC tables for P and B VOPS are given in Table B-28. If the typ¢ of the bab is
transparent, then the current bab is filled with zero (transparent) values. A similar procedure is carried put if the type

is opaque,| where the reconstructed bab is filled with values of 255 (opaque). For both transparen
types, no further decoding of shape-related data is required for the current bab. Otherwise further dg
are necesdary, as listed in Table 7-3. Decoding for motigh compensation is described in subclause 7.5
decoding i subclause 7.5.2.5.

and opaque
bcoding steps
.2.2, and cae

Table 7-3 -- Decoder-components applied for each type of bab
bab_type | Métion compensation CAE decoding

0 yes no

1 yes no

2 no no

3 no no

4 no yes

5 yes yes

6 yes yes

7.5.2.2 Binary alpha block motion compensation

Motion Vector of shape (MVs) is used for motion compensation (MC) of shape. The value of MVs is

reconstructed

as described in subclause 7.5.2.3. Integer pixel motion compensation is carried out on a 16x16 block basis

according to subclause 7.5.2.4. Overlapped MC, half sample MC and 8x8 MC are not carried out.

If bab_type is MVDs==0 && No Update or MVDs!=0 && No Update then the motion compensated bab

is taken to be

the decoded bab, and no further decoding of the bab is necessary. Otherwise, cae decoding is required.
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7.5.2.3 Motion vector decoding

If bab_type indicates that MVDs!=0, then mvds_x and mvds_y are VLC decoded. For decoding mvds_x, the VLC
given in Table B-29 is used. The same table is used for decoding mvds_y, unless the decoded value of mvds_x is
zero. If mvds_x == 0, the VLC given in Table B-30 is used for decoding mvds_y. If bab_type indicates that
MVDs==0, then both mvds_x and mvds_y are set to zero.

The integer valued shape motion vector MVs=(mvs_x,mvs_y) is determined as the sum of a predicted motion vector
MVPs and MVDs = (mvds_x,mvds_y), where MVPs is determined as follows.

MVPs is determined by analysing certain candidate motion vectors of shape (MVs) and motion vectors of selected
texture blocks (MV) around the MB corresponding to the current bab. They are located and denoted as shown in
Figure 7-9 where MV1, MV2 and MV3 are rounded up to integer values towards 0. If the selected texture block is a
field predicteg-macreblock—thervivi—2-or-My 3-are—genrerated-by-averaging-the—two—field—+neten—yectors and
rounding toward zero. Regarding the texture MV's, the convention is that a MB possessing only 1 MM\ considered
the same as p MB possessing 4 MV's, where the 4 MV's are equal. By traversing MVsl1, MVs2, NIV/s3,[MV1, MV2
and MV3 in this order, MVPs is determined by taking the first encountered MV that is defined. If .no candidate motion
vectors is deflned, MVPs = (0,0).

>Block (8x8)

>
MV s2 MVs3 MV M2
MV1
MVsl \
Current shape \Correspondi ng texture
macroblock macroblock (16x16)
(1) MV for shape (2) MV for texture

Figure 7-9 -- Candidates for MVPs

In the case|that video_object_layer_shape is \“bihary_only” or vop_coding type indicates B-VOP| MVPs is
determined bl considering the motion vectors(of shape (MVsl, MVs2 and MVs3) only. The following subclauses
explain the dgfinition of MVs1, MVs2, MVs3;IMV1, MV2 and MV3 in more detail.

Defining candidate predictors from texture motion vectors:

One shape motion vector predictor MV, (i =1,2,3 ) is defined for each block located around the durrent bab
according to Figure 7-9 (2). Tihe definition only depends on the transparency of the reference MB. MVi if set to the
corresponding block vector as long as it is in a non-transparent reference MB, otherwise, it is not defined. Note that
if a reference|MB is outside the current VOP or video packet, it is treated as a transparent MB.

Defining candidate-predictors from shape motion vectors:

The candidatpmotion vector predictors MVs, are defined by the shape motion vectors of neighbouring fab located
according to Figure 7-9 (I). The MVS, are defined according to Table 7-4.

Table 7-4 -- Definition of candidate shape motion vector predictors MVs1, MVs2, and MVs3 from shape
motion vectors for P and B-VOPs. Note that interlaced modes are not included

Shape mode of reference MB | MVs,for each reference shape block-i (a shape block is 16x16)

MVDs == 0 or MVDs !=0 The retrieved shape motion vector of the said reference MB is
bab_type 0, 1,5,6 defined as MVs, . Note that MVs, is defined, and hence valid, even
if the reconstructed shape block is transparent.

all_0, bab_type 2 MVs, is undefined
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all=255, bab_type 3

MVs, is undefined

Intra, bab_type 4

MVs, is undefined

If the reference MB is outside of the current video packet, MV, and MVs, are undefined.

7.5.2.4 Motion compensation

For inter mode babs (bab_type = 0,1,5 or 6), motion compensation is carried out by simple MV displacement
according to the MVs.

Specifically, when bab_type is equal to 0 or 1 i.e. for the no-update modes, a displaced block of 16x16 pixels is

copied fro
When the
the displac]
defined in

the displac]

If the curre

If one

as the
If both
curren

In the spe
current B-

7.5.2.5 Cq

Before ded
out. Then,
compensal
then conv |
pixels large
and thus t
decoder a

or which vop_coded 1s nog
ab_type is equal to 5 or 6 i.e. when interCAE decoding is required, then the pixels immedia
pd block (to the left, right, top and bottom) are also copied from the most recent validyreferen
bubclause 6.3.5) binary alpha map into a temporary shape block of 18x18 pixels size.(see H
pd position is outside the bounding rectangle, then these pixels are assumed tocbe “transpa

ht VOP is a B-VOP the following decision rules are applied:

t equal to ‘0.
fely bordering
ce VOP’s (as
igure 7-12). If
ent”.

bf the reference VOPs is empty (i.e. VOP_coded is 0), the non-empty,'one (forward/backwaid) is selected

reference VOP for the current B-VOP.
reference VOPs are non-empty, the forward reference VOP.is_selected if its temporal d
B-VOP is not larger than that of the backward reference VOP, -etherwise, the backward ong

Cial cases when closed_gov == 1 and the forward reference VOP belongs to the previd
OP takes the backward VOP as reference.

ntext based arithmetic decoding

oding the binary_arithmetic_code field, border formation (see subclause 7.5.2.5.2) needs

stance to the
is chosen.

us GOV, the

to be carried

if the scan_type field is equal to O, the bordered to-be decoded bab and the eventual boldered motion

ed bab need to be transposed (as foPmatrix transposition). If change_conv_rate_disable
ratio is decoded to determine the size of the sub-sampled BAB, which is 16/conv_ratio by
. If change_conv_rate_disable is;equal to 1, then the decoder assumes that the bab is no
ne size is simply 16x16 pixels:-Binary arithmetic_code is then decoded by a context-bag
5 follows. The arithmetic~decoder is firstly initialised (see subclause 7.5.3.3). The pixel

sampled bab are decoded in raster order. At each pixel,

1. A conte
2. The cor

3. Using t
decode

Xt number is computed based on a template, as described in subclause 7.5.2.5.1.

text numbersis\used to access the probability table (Table B-32).

he accessed probability value, the next bits of binary_arithmetic_code are decoded by
to give the decoded pixel value.

When all B

7.5.3.6).

is equal to O,
16/conv_ratio
t subsampled
ed arithmetic
5 of the sub-

»]

he arithmetic

ee subclause

If the scan_type field is equal to 0, the decoded bab is transposed. Then up-sampling is carried out if conv_ratio is
different from 1, as described in subclause 7.5.2.5.3. Then the decoded bab is copied into the decoded shape map.

7.5.2.5.1 Context computation

For INTRA coded BABs, a 10 bit context C = > ¢, - 2% is built for each pixel as illustrated in Figure 7-10 (a), where
k

¢, =0 for tral

nsparent pixels and c¢,=1 for opaque pixels.
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Motion compensated
c9 |c8 |c7 Current BAB BAB
6 |c5 |c4 |c3|c2 c3|c2|cl c8
cllcol 2 cO|? C7 |c6 |C5
c4

@) (b)

© ISO/IEC

Figure 7-10 -- (&) The INTRA template (b) The INTER template where c6 is aligned with the pixel to be

For INTER coded BABs, temporal redundancy is exploited by using pixels from the bordered mation-co
BAB (depictefl in Figure 7-12) to make up part of the context. Specifically, a 9 bit context C = ZCk 28
k

illustrated in Figure 7-10 (b).

There are soine special cases to note.

e When bu
assumed

e When bujlding contexts, any pixels outside the space of the current video packet to the left and

assumed

e The temglate may cover pixels from BABs which are unknown at decoding time. Unknown pixels are

area U in

« The valugs of these unknown pixels are defined by the'following procedure:

< When constructing the INTRA context, the following steps are taken in the sequence

< When constructing the INTER context, the following conditional assignment is performed.

7.5.2.5.2 Bo

When decodi

decoded. The pixel to be decoded is marked with ‘?’

to be zero (transparent).

to be zero (transparent).

Figure 7-11.

1. if (c7 is unknown) c7=c8,
2. if (3 is unknown) ¢3=c4,

3. if (c2 is unknown) c2=c3.

if (c1 isdnknown) c1=c2

rder farmation

mpensated
is built as

Iding contexts, any pixels outside the bounding rectangle of the current VOP to the left and @bove are

above are

defined as

the INTRA

hg.a& BAB, pixels from neighbouring BABs shall be used to make up the context. For both

and INTER cases, a 2 pixel wide border about the current BAB is used where pixels values are known, as depicted
in Figure 7-11.
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Figure f-11 -- Bordered BAB. A: TOP_LEFT_BORDER. B: TOP_BORDER..C:*TOP_RIGHT_BQRDER. D:
LEFT_BORDER. E: BOTTOM_LEFT_BORDER. U: pixels which are unknown when decoding the current

If the value
the current]

The borde

- TOP_I

which ¢onsists of 2 lines of 2 pixels

BAB

of conv_ratio is not equal to 1, a sub-sampling procedure is further applied to the BAB boyders for both

BAB and the motion compensated BAB.

of the current BAB is partitioned into 5 regions:

EFT_BORDER, which contains pixels from the BAB located to the upper-left of the current BAB and

e TOP_BORDER, which contains pixels from the BABdocated above the current BAB and which congists of 2
lines of 16 pixels
e TOP_RIGHT_BORDER, which contains pixels;from the BAB located to the upper-right of the currept BAB and

which ¢onsists of 2 lines of 2 pixels

e LEFT_[BORDER, which contains pixels,ftom the BAB located to the left of the current BAB and whi
2 columns of 16 pixels

e BOTTOM_LEFT_BORDER, which:contains pixels from the BAB located to the bottom-left of the

and wh

The TOP|LEFT_BORDER cand TOP_RIGHT_BORDER are not sub-sampled, and kept as th
TOP_BORDER and LEFT_ BORDER are sub-sampled such as to obtain 2 lines of 16/conv_ratio

columns of

The sub-9

LEFT_BORDER-.“For each line (respectively column), the following algorithm is applied: the line
column) is split into groups of conv_ratio pixels. For each group of pixels, one pixel is associated in the
border. The_walue of the pixel in the sub-sampled horder is OPAQUEF if half or mare pixels are OH

ich consists of 2 lines of 2-pixels

16/conv_ratio\pixels, respectively.

Ch consists of

current BAB

ey are. The
pixels and 2

ampling‘_procedure is performed on a line-basis for TOP_BORDER, and a column-basis for

corresponding group. Otherwise the pixel is TRANSPARENT.

(respectively
sub-sampled
AQUE in the

The 2x2 BOTTOM_LEFT_BORDER is filled by replicating downwards the 2 bottom border samples of the
LEFT_BORDER after the down-sampling (if any).
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T Mot compensaea ]|
Bl BAB-i-- 1€

D

Figure 7-12 -- Bordered motion compensated BAB. A: TOP_BORDER."B: LEFT_BORDER. [C:
RIGHT_BORDER. D: BOTTOM_BORDER

In the case off a motion compensated BAB, the border is also partitioned into 4, as shown Figure 7-12:

e TOP_BORDER, which consists of a line of 16 pixels

e LEFT_BQRDER, which consists of a column of 16 pixels
e RIGHT_BORDER, which consists of a column of 16 pixels
e BOTTOM_BORDER, which consists of a line of 16 pixels

The very sanfe sub-sampling process as described above is applied to each of these borders.
7.5.2.5.3 Uppampling

When conv_rgtio is different from 1, up-sampling is carried out for the BAB. This is illustrated in Figure ¥-13 where
“O” in this figlire is the coded pixel and “X2\s the interpolated pixel. To compute the value of the interpolated pixel, a
filter context from the neighboring pixels_is first calculated. For the pixel value calculation, the value of “0"|is used for
a transparent pixel, and “1” for anvopaque pixel. The values of the interpolated pixels (Pi, i=1,2,3,4, ap shown in
Figure 7-14) ¢an then be determined by the following equation:

P1 :if( 4*A + 2*(B+C+D) F (E+F+G+H+I+J+K+L) > Th[Cf]) then "1" else "0"
P2 : if( 4*B + 2*(A*C+D) + (E+F+G+H+I+J+K+L) > Th[Cf]) then "1" else "0"

P3 : if( 4*C+2*(B+A+D) + (E+F+G+H+I+J+K+L) > Th[Cf]) then "1" else "0"

P4 : if( 4°D + 2*(B+C+A) + (E+F+G+H+I+J+K+L) > Th[CT]) then "1" else "0"

The 8-bit filter context, Cf, is calculated as follows:

C, =Y. -2
k
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Based on the calculated Cf, the threshold value (Th[Cf]) can be obtained from the look-up table as follows:
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, 10, 10, 11, 10, 11, 11, 12,
1,12, 10, 11, 11, 12,11, 12, 12, 13 };

TOP_LEFT_BORDER, TOP_RIGHT_BORDER, sub-sampled TOP_BORDER and“sub-sampled LEFT_BORDER
described [n the previous subclause are used. The other pixels outside the BAB.are extended from fhe outermost
pixels inside the BAB as shown in Figure 7-13.

In the case

that conv_ratio is 4, the interpolation is processed twice. The above mentioned borders off 4x4 BAB are

used for thie interpolation from 4x4 to 8x8, and top-border (respectively-left-border) for the interpolation from 8x8 to

16x16 are pp-sampled from the 4x4 BAB top-border (respectively left-border) by simple repetition.

When the |BAB is on the left (and/or top) border of VOP,.the borders outside VOP are set to zefo value. The

upsampling filter shall not use pixel values outside of the current video packet.
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Figure 7-13 -- Upsampling
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wn-sampling process in inter case

16/conv_ratio by 16/conv_ratio pixels by the following rules:

D==2

pled bab'is set to 255 otherwise it is set to 0.

==

Figure 7-14 -- Interpolation filter and interpolation construction

‘5’ or ‘6’ (see Table 7-3){ downsampling of the motion compensated bab is needed for cal
N the case that conv_ratio is not 1. The motion compensated bab of size 16x16 pixels is down sampled

ulating the

e of pixekvalues in 2 by 2 pixel block is equal to or greater than 127.5 the pixel value of the

If the average of pixel values in 4 by 4 pixel block is equal to or greater than 127.5 the pixel value of the
downsampled bab is set to 255 otherwise it is set to 0.

7.5.3 Arithmetic decoding

Arithmetic decoding consists of four main steps:

e Removal

of stuffed bits

< Initialization which is performed prior to the decoding of the first symbol
« Decoding of the symbol themselves. The decoding of each symbol may be followed by a re-normalization step.

e Terminati
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7.5.3.1 Registers, symbols and constants

Several registers, symbols and constants are defined to describe the arithmetic decoder.

HALF:

32-bit fixed point constant equal to ¥2 (0x80000000)

QUARTER: 32-bit fixed point constant equal to % (0x40000000)

L: 32-bit fixed point register. Contains the lower bound of the interval
R: 32-bit fixed point register. Contains the range of the interval.

V: 32-bit fixed point register. Contains the value of the arithmetic code. V is always larger than or equal to L and

smaller than L+R.

LPS: b

pLPS:
rLPS:

7.5.3.2 Bi

In order to
0's. If the f
or more 0’
than MAX |
reading da|

MAX_HEA|
7.5.3.3 In

The lower

7.5.3.4 Deg¢coding a symbol

When dec
subclause
binary, the

The least f
5 (0x8000

The range

register R are multiplied by the-16 bits of pLPS to obtain the 32 bit rLPS number.

The interva
decoded s
reduced to

After the

p0: 16-
pl: 16-

H L AW | ) L pu | pu | L l
bit: boptean—Vaiteof the—decoded Symoor:

I stuffing

), the ‘0’ symbol is considered to be the least probable.

bit fixed point register. Probability of the ‘0’ symbol.
bit fixed point register. Probability of the ‘1’ symbol.
oolean. Value of the least probable symbol (‘0’ or ‘1).

ISO/IEC 14496-2:1999(E)

16-bit fixed point register. Probability of the LPS.
B2-bit fixed point register. Range corresponding to the LPS.

rst MAX_HEADING bits are 0's, then a 1 is transmitted after the MAX_HEADING-th 0. If N
b are sent successively a 1 is inserted after the MAX_MIDDLE-th 0., If the number of trailin
TRAILING, then a 1 is appended to the stream. The decoder shalkproperly skip these inse
a into the V register (see subclauses 7.5.3.3 and 7.5.3.5).

PDING equals 3, MAX_MIDDLE equals 10, and MAX_TRAILHING equals 2.
tialization

pound L is set to O, the range R to HALF-Ox1 (OxZfffffff) and the first 31 bits are read in regig

bding a symbol, the probability pO of the ‘0’ symbol is provided according to the context
probability of the ‘1’ symbol is defined to be 1 minus the probability of the ‘0’ symbol, i.e. p1

robable symbol LPS is definéd'as the symbol with the lowest probability. If both probabilitie

rLPS associated with the LPS may simply be computed as R*pLPS: The 16 most sign

| [L,L+R) is~split into two intervals [L,L+R-rLPS) and [L+R-rLPS,L+R). If V is in the latter int
mbol is egual to LPS. Otherwise the decoded symbol is the opposite of LPS. The interval [l
the sub-interval in which V lies.

new/interval has been computed, the new range R might be smaller than QUARTE

avoid start code emulation, 1's are stuffed into the bitstream whenever there are too many successive

IAX_MIDDLE

h O's is larger

rted 1's when

ter V.

computed in

7.5.2.5.1 and using Table B-32. pO uses a 16-bit fixed-point number representation. Since the decoder is

= 1-p0.

5 are equal to

ificant bits of

brval then the
L L+R) is then

R. If so, re-

normalizati

on Is carried out, as described below.

7.5.3.5 Re-normalization

As long as

HALF)

After each

R is smaller than QUARTER, re-normalization is performed.

If the interval [L,L+R) is within [0,HALF), the interval is scaled to [2L,2L+2R). V is scaled to 2V.
If the interval [L,L+R) is within [HALF,1) the interval is scaled to [2(L-HALF),2(L-HALF)+2R). V is scaled to 2(V-

scaling, a bit is read and copied into the least significant bit of register V.

Otherwise the interval is scaled to [2(L-QUARTER),2(L-QUARTER)+2R). V is scaled to 2(V-QUARTER).
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7.5.3.6 Termination

After the last symbol has been decoded, additional bits need to be “consumed”. They were introduced by the
encoder to guarantee decodability.

In general 3 further bits need to be read. However, in some cases, only two bits need to be read. These cases are
defined by:

- if the current interval covers entirely [QUARTER-0x1,HALF)
- if the current interval covers entirely [HALF-Ox1, 3QUARTER)

After these additional bits have been read, 32 bits shall be “unread”, i.e. put the content of register V back into the
bit buffer.

7.5.3.7 Softyare

The example|software for arithmetic decoding for binary shape decoding is included in annex B.

7.5.4 Graysgale Shape Decoding

ues of the
pha values
ed for the

Grayscale alpha plane decoding is achieved by the separate decoding of a support,region and the va
alpha channgl. The support region is transmitted by using the binary shape as described above. The al
are transmitt¢d as texture data with arbitrary shape, using almost the same coding method as is us
luminance texture channel.

Gray-L evel
Alpha

o

Support Texture

Binary Texture Coder

Shape Coder

Figure 7-15 -- Grayscale shape coding

All samples
grayscale alp|
process. Deg
values are ddg
7.6). The 16

vhich are indicated to be transparent by the binary shape data, must be set to zero in th
ha plane.-Within the VOP, alpha samples have the values produced by the grayscale alph
oding ofbinary shape information is not dependent on the decoding of grayscale alpha.
coded,into 16x16 macroblocks in the same way as the luminance channel (see subclaug
16¢blocks of alpha values are referred to as alpha macroblocks hereafter. The data for

e decoded
A decoding
The alpha
es 7.4 and
bach alpha

macroblock is—present—in—thebitstreanmm—immetdiatety—fottowing—the—texture—data—for—the—corresponding texture
macroblock. Any aspect of alpha decoding that is not covered in this document should be assumed to be the same
as for the decoding of luminance.

7.5.4.1 Grayscale Alpha COD Modes

When decoding grayscale alpha macroblocks, CODA is first encountered and indicates the coding status for alpha.
It is important to understand that the macroblock syntax elements for alpha are still present in the bitstream for P or
B macroblocks even if the texture syntax elements indicate “not-coded” (not_coded='1"). In this respect, the
decoding of the alpha and texture data are independent. The only exception is for BVOPs when the colocated
PVOP texture macroblock is skipped. In this case, no syntax is transmitted for texture or grayscale alpha, as both
types of macroblock are skipped.
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For macroblocks which are completely transparent (indicated by the binary shape coding), no alpha syntax elements
are present and the grayscale alpha samples must all be set to zero (transparent). If CODA="all opaque” (I, P or B
macroblocks) or CODA="not coded” (P or B macroblocks) then no more alpha data is present. Otherwise, other
alpha syntax elements follow, including the coded block pattern (cbpa), followed by alpha texture data for those 8x8
blocks which are coded and non-transparent, as is the case for regular luminance macroblock texture data.

When CODA="all opaque”, the corresponding decoded alpha macroblock is filled with a constant value of 255. This
value will be called AlphaOpaqueValue.

7.5.4.2 Alpha Plane Scale Factor

For both binary and grayscale shape, the VOP header syntax element “vop_constant_alpha” can be used to scale
the alpha plane. If this bit is equal to ‘1’, then each pixel in the decoded VOP is scaled before output, using

VOp_constant—atpha—vratve—thesealirgformalais——m8Mm — ¥ — ¥

scaled_pixel = (original_pixel * (vop_constant_alpha_value + 1) ) / 256

Scaling is applied at the output of the decoder, such that the decoded original values, not the sealed values are used
as the souice for motion compensation.

7.5.4.3 GHay Scale Quantiser

When no_gray_quant_update is equal to “1”, the grayscale alpha quantiser is€ixed for all macroblockg to the value
indicated by vop_alpha_quant. Otherwise, the grayscale quantiser is reset-at\each new macroblock tp a value that
depends op the current texture quantiser (after any update by dquant). Theyrelation is:

cufrent_alpha_quant = (current_texture_quant * vop_alpha, quant) / vop_quant
The resulting value of current_alpha_quant must then be clipped so that it never becomes less than 1.
7.5.4.4 Infra Macroblocks

When the [texture mb_type indicates an intra macroblock in IVOPs or PVOPs, the grayscale alphg data is also
decoded usging intra mode.

The intra dc value is decoded in the same way as for luminance, using the same non-linear transfoym to convert
from alphg_quant to DCScalarA. Howeyver,~intra_dc_vic_thr is not used for alpha, and therefore AC coeffiecient
VLCs are never used to code the differential intra dc coefficient.

DC predictjon is used in the same' way as for luminance. However, when coda_i indicates that a magroblock is all
opaque, a pynthetic intra dc value'is created for each block in the current macroblock so that adjaceny macroblocks
can correcfly obtain intra dc-prediction values. The synthetic intra dc value is given as:

BlockintraDC = (((AlphaOpaqueValue * 8) + (DcScalerA>>1)) / DcScalerA) * DcScalerA

AlphaOpaqueValue.is described in subclause 7.5.4.1.

The intra cbpa VLC makes use of the inter cbpy VLC table, but the intra alpha block DCT coefficienty are decoded
in the same Manner as with fuminance mra Macrobiocks.

7.5.4.5 Inter Macroblocks and Motion Compensation

Motion compensation is carried out for PYOPs and BVOPSs, using the 8x8 or 16x16 luminance motion vectors, in the
same way as for luminance data, except that regular motion compensation is used instead of OBMC. Forward,
backward, bidirectional and direct mode motion compensation are used for BVOPs. Where the luminance motion
vectors are not present because the texture macroblock is skipped, the exact same style of non-coded motion
compensation used for luminance is applied to the alpha data (but without OBMC). Note that this does not imply that
the alpha macroblock is skipped, because an error signal to update the resulting motion compensated alpha
macroblock may still be present if indicated by coda_pb. When the colocated PVOP texture macroblock is skipped
for BVOPs, then the alpha macroblock is assumed to be skipped with no syntax transmitted.
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cbpa and the alpha inter DCT coefficients are decoded in the same way as with luminance cbpy and inter DCT
cofficients

7.5.4.6 Method to be used when blending with greyscale alpha signal

The following explains the blending method to be applied to the video object in the compositor, which is controlled
by the composition_method flag and the linear_composition flag. The linear_composition flag is informative only,
and the decoder may ignore it and proceed as if it had the value 0. However, it is normative that the
composition_method flag be acted upon.

The descriptions below show the processing taking place in YUV space; note that the processing can of course be
implemented in RGB space to obtain equivalent results.

composition

If layer N, with an n-bit alpha signal, is overlaid over layer M to generate a new layer P, the composited Y, U, V and
alpha values pre:
Pyuv| = ((2"-1 - Nalpha) * Myuv + (Nalpha * Nyuv ) ) / (2™-1)
Palpha = (2"-1)
composition| method=1 (Additive mixing)
If layer N, with an n-bit alpha signal, is overlaid over layer M to generate a new-ayer P, the composited Y, U, V and
alpha values pre:
{ Myav................... ~X .. Nalpha =0
Pyuv F{
{ (Myuv - BLACK) - ((Myuv - BLACK) * Nalgha ) / (2"-1)+ Nyuv ..... Nalpha >0
(this is equivglent to Pyuv = Myuv*(1-alpha) + Nyuv, taking account of black level and the fact that the video decoder
does not produce an output in areas where alpha=0)
Palpha F Nalpha + Malpha - (Nalpha*Malpha) / (2"-1)
where
BLACK is the commen black value of foreground and background objects.
NOTE The gompositor must ‘convert foreground and background objects to the same black value and s|gnal range
before compgqsition. The black level of each video object is specified by the video_range bit in the video_signal_type
field, or by th¢ default value if the field is not present. (The RGB values of synthetic objects are specified in a range
from O to 1, ap described in ISO/IEC 14496-1).
e linear_compasition = 0: The compositing process is carried out using the video signal in the format frgm which it
is producgd\by the video decoder, that is, without converting to linear signals. Note that because vidgo signals

are usually non-linear (“gamma-corrected”), the composition will be approximate.

linear_composition = 1: The compositing process is carried out using linear signals, so the output of the video
decoder is converted to linear if it was originally in a non-linear form, as specified by the video_signal_type field.
Note that the alpha signal is always linear, and therefore requires no conversion.

7.6 Motion compensation decoding
In order to perform motion compensated prediction on a per VOP basis, a special padding technique, i.e. the
macroblock-based repetitive padding, is applied for the reference VOP. The details of these techniques are

described in the following subclauses.

Since a VOP may have arbitrary shape, and this shape can change from one instance to another, conventions are
necessary to ensure the consistency of the motion compensation process.
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The absolute (frame) coordinate system is used for referencing every VOP. At every given instance, a bounding
rectangle that includes the shape of that VOP, as described in subclause 7.5, is defined. The left and top corner, in
the absolute coordinates, of the bounding rectangle is decoded from VOP spatial reference. Thus, the motion vector
for a particular feature inside a VOP, e.g. a macroblock, refers to the displacement of the feature in absolute
coordinates. No alignment of VOP bounding rectangles at different time instances is performed.

In addition to the above motion compensation processing, three additional processes are supported, namely,
unrestricted motion compensation, four MV motion compensation,and overlapped motion compensation. Note that
in all three modes, macroblock-based padding of the arbitrarily shaped reference VOP is performed for motion
compensation.

7.6.1 Padding process

The padding-precess-defiresthevalveseofH-uminanreeand-chrominance—sample prediction of
arbitrarily ghaped objects. Figure 7-16 shows a simplified diagram of this process.
AN
Framestores
Predictions
fIyllx]
d’ [yllx]
s [yl
s’ [ylIx]
Saturation
Horizontal Vertical
—— P Repetitive Repetitive ix;zgtijned
Padding Padding 9
dyik—
v
hor_pad [y][X] hv_pad [y][X]
Figure 7-16 -- Simplified padding process
A decoded macrobteck d[y][x] is padded by referring to the corresponding decoded shape block] s[y][x]. The

luminance [compenent is padded per 16 x 16 samples, while the chrominance components are padded per 8 x 8
samples. A macroblock that lies on the VOP boundary (hereafter referred to as a boundary macroblogk) is padded
by replicat,ng the boundary samples of the VOP towards the exterior. This process is divided into horizontal
repetitive padding and vertical repetitive padding. The remaining macroblocks that are completely outside the VOP
(hereafter referred to as exterior macroblocks) are filled by extended padding.

NOTE The padding process is applied to all macroblocks inside the bounding rectangle of a VOP. The bounding
rectangle of the luminance component is defined by vop_width and vop_height extended to multiple of 16, while that
of the chrominance components is defined by (vop_width>>1) and (vop_height>>1) extended to multiple of 8.

7.6.1.1 Horizontal repetitive padding

Each sample at the boundary of a VOP is replicated horizontally to the left and/or right direction in order to fill the
transparent region outside the VOP of a boundary macroblock. If there are two boundary sample values for filling a
sample outside of a VOP, the two boundary samples are averaged (//2).

hor_pad[y][x] is generated by any process equivalent to the following example. For every line with at least one
shape sample s[y][x] == 1(inside the VOP) :
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for (x=0; x<N; x++) {
if (s[yl[x] == 1) { hor_pad[y][x] = d[y][x]; s'ly][x] = 1; }
else {
if (s[yllx]==1 &&s[y][x"] == 1) {
hor_pad[y][x] = (d[y][x']+ d[yl[x"])//2;
s'ylIX] = 1;
}elseif (s[y][x]==1){
hor_pad[y][x] = d[y][x]; s’[y][X] =
}elseif (s[y][x]==1){

}

hor_pad|y][x] = dly][x']; s'y][x] =

}

© ISO/IEC

where X' is tl
location x, x”
a macroblock|

7.6.1.2 Verti

The remainin
similar proce
subclause 7.4

hv_pad[y][x] i

fo

where y’ is th
hv_pad, y” is
macroblock.

7.6.1.3 Exte

e location of the nearest valid sample (s[y][x] == 1) at the VOP boundary to the left)of
s the location of the nearest boundary sample to the right, and N is the number of samples
s'[y][x] is initialized to O.

cal repetitive padding

j unfilled transparent horizontal samples (where s’[y][x] == 0) from subclause 7.6.1.1 are p
5s as the horizontal repetitive padding but in the vertical directionv..The samples alreal
.1.1 are treated as if they were inside the VOP for the purpose of thiswertical pass.

5 generated by any process equivalent to the following examplé~For every column of hor_pa3

[ (y=0; y<M; y++) {
if (s'Tyl[x] == 1)
hv_pad[y][x] =hor_pad[y][x];
else {
if (sTy]X] == 1 && s'y"][x] == 1)
hv_pad[y][x] = (hor_pad[y’][x] + hetEpad[y"][x])//2;

elseif (Sylx]==1)
hv_pad[y][x] = hor_pad[y’][x];
elseif (S'y1[x]==1)

hv_pad[y][x] = hor_padfy’][x];

e location of the nearest valid sample (s'[y’][x] == 1) above the current location y at the b
the location of the ‘\nearest boundary sample below y, and M is the number of samples of a

hded padding

Exterior mac
of the bound

7.6.1.1 and suk

obloeks immediately next to boundary macroblocks are filled by replicating the samples at

the current
of aline in

hdded by a
dy filled in

dly][x] :

oundary of
olumnin a

the border
subclause

ry macroblocks. Note that the boundary macroblocks have been completely padded in

macroblocks is chosen accordlng to the foIIowrng conventron for reference

one of the

The boundary macroblocks surrounding an exterior macroblock are humbered in priority according to Figure 7-17.
The exterior macroblock is then padded by replicating upwards, downwards, leftwards, or rightwards the row of
samples from the horizontal or vertical border of the boundary macroblock having the largest priority number.

The remaining exterior macroblocks (not located next to any boundary macroblocks) are filled with 2™*"="**"*_ For 8-

bit luminance
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luminance
subclause

7.6.1.5 Psg

Macrobloc

5.1.3.6.

Boundary Exterior Boundary
macroblock 3 macroblock macroblock 1
Boundary

macroblock O

Figure 7-17 -- Priority of boundary macroblocks surrounding an exterior macrobloc

dding for chrominance components

ce components are padded according to subclauses 7.6.1.1 through 7.6.1.3 for each 8 X
performed by referring to a shape block generated by decimating the shape block of the ¢
component. This decimating of the shape block is performed by the subsampling process

dding of interlaced macroblocks

s of interlaced VOP (interlaced = 1) are padded according to subclauses 7.6.1.1 through

6-2:1999(E)

8 block. The
orresponding
described in

7.6.1.3. The

vertical padlding of the luminance component, howevét, s performed for each field independently. A sample outside

of aVOP i
blocks are
7.6.1.4, hd
described

7.6.1.6 Ve

The vector|
macrobloc
horizontal

performed
luminance
the four 8x

if (the T

5 therefore filled with the value of the nearest boundary sample of the same field. Complete

padded with 2°*"="**"* Chrominance @omponents of interlaced VOP are padded according
wever, based on fields to enhancésubjective quality of display in 4:2:0 format. The pa
n this subclause is not used outside the bounding rectangle of the VOP.

ctor padding technique

padding technique is ‘applied to generate the vectors for the transparent blocks within a ng
, for an INTRA{coded macroblock and for a skipped macroblock. It works in a simila
followed by the _vertical repetitive padding, and can be simply regarded as the repe
on a 2x2 blegk éxcept that the padded values are two dimensional vectors. A macroblock
blocks, let:{MVx]i], MVYy]i], i=0,1,2,3} and {Transp[i], i=0,1,2,3} be the vectors and the tran
B blocks, respectively, the vector padding is any process numerically equivalent to:

actroblock is INTRA-coded, skipped ) {

y transparent
to subclause
iding method

n-transparent
F way as the
itive padding
has four 8x8
sparencies of

01 — M\ L1 — M\ L2921 — M\ L2 — N

VI\LUJ - IVIVI\lJ.J - IVIVI\LLJ - IVIVI\l\JJ = J

MVy[0] = MVy[1] = MVy[2] = MVY[3] =0

}else {

if(Transp[0] == TRANSPARENT) {

}

MVx[0]=(Transp[1] != TRANSPARENT) ? MVx[1] :((Transp[2]!'=TRANSPARENT) ?
MVX[2]:MVX[3]));
MVy[0]=(Transp[1] != TRANSPARENT) ? MVY[1]:((Transp[2]!'=TRANSPARENT) ?
MVyY[2]:MVy[3]));

if(Transp[1] == TRANSPARENT) {

MVx[1]=(Transp[0] != TRANSPARENT) ? MVX[0] :((Transp[3]!'=TRANSPARENT) ?
MVy[1]=(Transp[0] != TRANSPARENT) ? MVy[0]:((Transp[3]!'=TRANSPARENT) ?

}
if(Transp[2] == TRANSPARENT) {

MVX[3]:MVX[2]));
MVy[3]:MVy[2]));
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MVx[2]=(Transp[3] != TRANSPARENT) ? MVX[3] :((Transp[0]!'=TRANSPARENT) ?
MVy[2]=(Transp[3] '= TRANSPARENT) ? MVy[3]:((Transp[0]!'=TRANSPARENT) ?

}

if(Transp[3] == TRANSPARENT) {
MVx[3]=(Transp[2] != TRANSPARENT) ? MVx[2] :((Transp[1]!'=TRANSPARENT) ? MVx[1
MVy[3]=(Transp[2] '=TRANSPARENT) ? MVY[2]:((Transp[1]!=TRANSPARENT) ? MVy[1
}

© ISO/IEC

MVx[0]:MVx[1]));
MVy[0]:MVy[1]));

1:MVX[0]));
1:MVy[0]));

Vector padding is only used in I- and P-VOPs, it is applied on a macroblock directly after it is decoded. The block
vectors after padding are used in the P-VOP vector decoding and binary shape decoding, and in the B-VOP direct

mode decodi

ng.

7.6.2 Half seltmple interpolation

Pixel value in
in Figure 7-1

subclause 6.3.5). Note that the samples outside the padded region cannot be used for interpatation.

7.6.3 Gener

To decode a
by using the

the final motig

A® O Ba + Integer pixel position
O 4O () Half pixel position

C, D,

Ay

(A+ B+ 1-rounding_control) / 2

(A + C +1-rounding_control) / 2,
(A+B+C+D+2-rounding_control) / 4

o0 ol

Figure 7-18 -- Interpolatien scheme for half sample search
Al motion vector decoding process

Motion vector (MVx, MVYy), the\differential motion vector (MVDx, MVDy) is extracted from th

one. All calcylations are carried auinin halfpel units in the following. This process is generic in the sen

valid for the

predictor (Px,|Py) may be different.

r_siz¢ = vop_fcode - 1

f=1
high

<< r_size
= (3241) - 1;

low 3 ((:82) * f);
range = (64 *f);

if ( (f

terpolation for block matching when rounding is used corresponds to bilinear interpolation @s depicted
B. The value of rounding_control is defined using the vop_rounding_type bit in. the” VOP header (see

b bitstream

ariable length decoding. Fhem'it is added to a motion vector predictor (Px, Py) component wise to form
n vector. The general motion vector decoding process is any process that is equivalent to the following

be that it is

motion vector decoding in interlaced/progressive P- and B-VOPs except that the genergtion of the

== 1) || (horizontal_mv_data == 0) )

MVDx = horizontal_mv_data;

else {
MVDx = ( ( Abs(horizontal_mv_data) - 1) * f) + horizontal_mv_residual + 1,
if (horizontal_mv_data < 0)

}
if ( (f

MVDx = - MVDx;

== 1) || (vertical_mv_data == 0) )

MVDy = vertical_mv_data;
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else {

MVDy = ( ( Abs(vertical_mv_data) - 1) * f) + vertical_mv_residual + 1;
if (vertical_mv_data < 0)
MVDy = - MVDy;

MVxX = Px + MVDX;

ISO/IEC 14496-2:1999(E)

if (MVx < low)
MVx = MVx + range;
if (MVx > high)
MVx = MVx - range;
MYy =Py + MVDy;
if (MVy <low)
MVy = MVy + range,;
if (MVy > high)
MVy = MVy - range;
The paramieters in the bitstream shall be such that the components of the reconstructed differential 1
MVDx and| MVDy, shall lie in the range [low:high]. In addition the components of the reconstructed n
MVx and MVy, shall also lie in the range [low : high]. The allowed range [low :¢high] for the motion ve
on the pargmeter vop_fcode; it is shown in Table 7-5.
The variahjles r_size, f, MVDx, MVDy, high , low and range are temporary variables that are ng
remainder| of this part of ISO/IEC 14496. The parameters horizontal mv_data, vert
horizontal |mv_residual and vertical_mv_residual are parameters.recovered from the bitstream.
The variable vop_fcode refers either to the parameter vop_feode_forward or to the parameter vop_fcg
which have been recovered from the bitstream, depending-on the respective prediction mode. In the ¢
prediction pnly forward prediciton applies. In the case af B-VOP prediction, forward as well as backw

may apply,

Table 7-5,-- Range for motion vectors

vop_fcodeuforward motion vector range in
or halfsample units
vop_fcode_backward [low:high]

[-32,31]

[-64,63]

[-128,127]

[-512,511]

hotion vector,
hotion vector,
tors depends

t used in the
cal_mv_data,

de backward
hse of P-VOP
ard prediction

If the current macroblock is a field motion compensated macroblock, then the same

[-1024,1023]

1
2
3
4 [-256,255]
5
6
7

[-2048,2047]

prediction motion vector (Px,

Py) is used for both field motion vectors. Because the vertical component of a field motion vector is integral, the
vertical differential motion vector encoded in the bitstream is

MVy = MVDy,,, + PY / 2
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7.6.4 Unrestricted motion compensation

Motion vectors are allowed to point outside the decoded area of a reference VOP when (and only when) the short
video header format is not in use (i.e., when short_video_header is 0). For an arbitrary shape VOP, the decoded
area refers to the area within the bounding rectangle, padded as described in subclause 7.6.1. A bounding
rectangle is defined by vop_width and vop_height extended to multiple of 16. When a sample referenced by a
motion vector stays outside the decoded VOP area, an edge sample is used. This edge sample is retrieved by
limiting the motion vector to the last full pel position inside the decoded VOP area. Limitation of a motion vector is
performed on a sample basis and separately for each component of the motion vector, as depicted in Figure 7-19.

T Reference VOP

( vhmesr ,\/\/mr‘t:r)

[
)s\(xref,yref) : -
- \< (xcurr,ycurr)

_/Gurrent VOP

|
|
|
} ,
ydim <1 )
|
|
|
|

~—

xdim

Figure 7-19 -- Unrestricted motign“’compensation

The coordinajes of a reference sample in the reference VOP;(yref, xref) is determined as follows :
xref = MIN ( MAX (xcurr+dx, vhmesr);xdim+vhmesr-1 )
yref = MIN ( MAX (ycurr+dy, vvmcsr), ydim+vvmcsr-1)

where vhmcgr = vop_horizontal_mc_spatial_reference, vwmcsr = vop_vertical_mc_spatial_reference, (yfurr, xcurr)
are the coordinates of a sample in the current VOP, (yref, xref) are the coordinates of a sample in thI reference
VOP, (dy, dx] is the motion vector, and-(ydim, xdim) are the dimensions of the bounding rectangle of th¢ reference
VOP. All coordinates are related to the absolute coordinate system shown in Figure 7-19. Note that for fectangular
VOP, a refelence VOP is defined\'by video object layer width and video_object_layer height. For gn arbitrary
shape VOP, p reference VOR.'of luminance is defined by vop_width and vop_height extended to multiple of 16,
while that of ghrominance is defined by (vop_width>>1) and (vop_height>>1) extended to multiple of 8.

7.6.5 Vectof decodingprocessing and motion-compensation in progressive P-VOP

An inter-codgd macroblock comprises either one motion vector for the complete macroblock or K ( 1< K<=4)
motion vectots,‘@ne for each non-transparent 8x8 pel blocks forming the 16x16 pel macroblock, as is ir||dicated by
the mcbpc cottes:

For decoding a motion vector, the horizontal and vertical motion vector components are decoded differentially by
using a prediction, which is formed by a median filtering of three vector candidate predictors (MV1, MV2, MV3) from
the spatial neighbourhood macroblocks or blocks already decoded. The spatial position of candidate predictors for
each block vector is depicted in Figure 7-20. In the case of only one motion vector present for the complete
macroblock, the top-left case in Figure 7-20 is applied. When the short video header format is in use (i.e., when
short_video_header is "1"), only one motion vector shall be present for a macroblock.
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MV2 MV3 MVZ2 | MV3
MV1 MV MV 1 MV

MV2 | MV3 MVZ2 | MV3
MV1 MV MV 1 MV

Figure 7-20 -- Definition of the candidate predictors MV1, MV2 and MV.3)for each of the luminanfce blocks in
a macroblock

The following four decision rules are applied to obtain the value of the\three candidate predictors:

the cufrent macroblock it is not valid, otherwise, it is set to.the corresponding block vector.
2. If one @nd only one candidate predictor is not valid, it is'set to zero.
3. If two 4nd only two candidate predictors are not valid,’they are set to the third candidate predictor.
4. If all three candidate predictors are not valid, they are set to zero.

1. Ifa caldidate predictor MVi is in a transparent spatial neighbourhood macroblock or in a transparent block of

Note that any neighbourhood macroblock outside the current VOP or video packet or outside the|current GOB
(when shoft_video_header is “1”) for which gob_header_empty is “0” is treated as transparent in the jabove sense.
The median value of the three candidatesfor the same component is computed as predictor, denoted iy Px and Py:

Px = Median( MV1x, MV 2x, MV 3x)
Py = Median(MV1y, MV 2y, MV 3y)

For instange, if MV1=(-2,3),-MV2=(1,5) and MV3=(-1,7), then Px = -1 and Py = 5. The final motion yector is then
obtained by using the general decoding process defined in the subclause 7.6.3.

If four vectprs are*used, each of the motion vectors is used for all pixels in one of the four luminance] blocks in the
macroblock. The ;numbering of the motion vectors is equivalent to the numbering of the four luminapce blocks as
given in Figure 6-5. Motion vector MVDcHR for both chrominance blocks is derived by calculating thel sum of the K
luminance vectors, that corresponds to K 8x8 blocks that do not Tie outside the VOP shape and dividing this sum by
2*K; the component values of the resulting sixteenth/twelfth/eighth/fourth sample resolution vectors are modified
towards the nearest half sample position as indicated below.

Table 7-6 -- Modification of sixteenth sample resolution chrominance vector components

sixteenth pixel position | 0|1 (2| 3|4 |5|6|7|8|9|10|11(12|13|14|15| //16

resulting position ofo|jof2(2|2|2|2)j2)1|j1(2f(2]1)2{|2 112

147


https://iecnorm.com/api/?name=42e96055e0a857137b291f45b0f3a2a3

ISO/IEC 14496-2:1999(E)

Table 7-7 -- Modification of twelfth sample resolution chrominance vector components

© ISO/IEC

twelfth pixel position

10 (11 | /12

res

ulting position 2 2 112

Table 7-8 -- Modification of eighth sample resolution chrominance vector components

eighth pixel position 2 118

resulting position 1 12

_|

Half sample
luminance is
obmc_disablg

in the two chr
7.6.6 Overlg

This subclau
obmc_disablg

Each pixel in
rounding). In
current lumin

the moti

e the moti
For each pixq
for the upper
the lower half
the left half o

hble 7-9 -- Modification of fourth sample resolution chrominance vector components
fourth pixel position 0 |1 (2 |3 |/4
resulting position 0O |1 |1 (21 |/2

values are found using bilinear interpolation as described in subclause 7.6.2. The pre
obtained by overlapped motion compensation as described™in" subclause 7.6.6 if in
==0. The prediction for chrominance is obtained by applying the motion vector MVDCHR

pminance blocks.
pped motion compensation

be specifies the overlapped motion compensation process. This process is performed wh
=0.

an 8*8 luminance prediction block is aweighted sum of three prediction values, divided
order to obtain the three prediction, values, three motion vectors are used: the motion vq
hnce block, and two out of four "remate” vectors:

pn vector of the block at the left.or right side of the current luminance block;

pn vector of the block above or below the current luminance block.

I, the remote motienVectors of the blocks at the two nearest block borders are used. This
half of the blockthe-motion vector corresponding to the block above the current block is use

of the block the motion vector corresponding to the block below the current block is used. S
f the block’the motion vector corresponding to the block at the left side of the current blg

while for the fight half(of)ithe block the motion vector corresponding to the block at the right side of the cU

is used.

diction for
dicated by
o all pixels

en the flag

by 8 (with
ctor of the

means that
d, while for
imilarly, for
ck is used,
rrent block

i anan aradiati o

&
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p(i,j) = (q(i, J) x Ho (i, )+ r(i,J) x Hy(i,]) + (i, )) x H,(i,]) + 4) 1 /8,
where (i, ), r(i,j), and (i, ]) are the pixels from the referenced picture as defined by
q(i, j) = pli + MV, j + MV;),
r(i,j)=pi+MV},j+ nyl),
S(i,j) = pi + MVZ, j + MV).

Here, (MV.?, nyo) denotes the motion vector for the current block, (MV., MVyl) denotes the motion vector of

the block either above or below, and (MV,”, MV ") denotes the motion vector either to the left,dr right of the
current blogk as defined above.

The matrices H, (i, }),H,(i,]) and H,(i,]) are defined in Figure 7-21, Figure 7-22, and Figure 7-23} where (i, ])
denotes the column and row, respectively, of the matrix.

If one of thie surrounding blocks was not coded, the corresponding remote motion vector is set to zerd. If one of the
surroundinp blocks was coded in intra mode, the corresponding remote motion_vector is replaced by the motion
vector for the current block. If the current block is at the border of the VOP and-therefore a surroundirjg block is not
present, the corresponding remote motion vector is replaced by the current motion vector. In addition] if the current
block is at fhe bottom of the macroblock, the remote motion vector corresponding with an 8*8 luminande block in the
macroblock below the current macroblock is replaced by the motion vector for the current block.

E - 2 B 2 I & 2 N & 2 B @ 2 I 6 2 ) (R~
g o |orfor oo o | o
g |lo|o (o FS | OO0 | O,
g |lo|o [0 |0 [0 0o O,
g |]o1 | [0 |Oo | O [\wrf o
agjoa|lo (oo | o |0 |
gg|jo|jo (oo |or| OO
=N 2 B 2 I & 2 N & 2 B @ 2 I 6 2 ) I~

Figure 7-21 -- Weighting values, H,, for prediction with motion vector of current luminancg block

2121212 |2]|2]2 2
111121212121 1
1111111 1
1111111 1
17111111 1
17111111 1
111122221 1
2121212222 2

Figure 7-22 -- Weighting values, H1 , for prediction with motion vectors of the luminance blocks on top or
bottom of current luminance block
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Figure 7-23
7.6.7 Tempd
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-- Weighting values, H,, for prediction with motion vectors of the luminancg,blocks to the left

or right of current luminance block

ral prediction structure

ard reference VOP is defined as a most recently decoded I- orP-VOP jin thé past for which

coded==1". A backward reference VOP is defined as the most recently decoded I- or P-VOP
regardless of its value for "vop_coded".

et P-VOP shall make reference to the forward reference VOP

et B-VOP can make reference

- tp the forward and/or the backward reference VOP, if for the backward reference VOP "vop_4

e 0
4. Notet
be ap

The temporal

7.6.8 Vectot

nly to the forward reference VOP, if for the backward reference VOP "vop_coded==0"
hat for the reference VOP selection of binary shapeoding the rules stated in subclause 7.5
lied

prediction structure is depicted in Figure 7-24.

r
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Figure 7-24 -- Temporal Prediction Structure

decoding process of non-scalable progressive B-VOPs

In B-VOPs th

ere are three kinds of \/nr‘fnrc, nnmnl\]/, 16x16 forward \lnr\fr\r, 16x16 hackward vector anl

in the

oded==1"

2.4 shall

the delta

vector for the direct mode. The vectors are decoded with respect to the corresponding vector predictors. The basic
decoding process of a differential vector is the exactly same as defined in P-VOPs except that for the delta vector of
the direct mode the f_code is always one. The vector is then reconstructed by adding the decoded differential vector
to the corresponding vector predictor. The vector predictor for the delta vector is always set to zero, while the
forward and backward vectors have their own vector predictors, which are reset to zero only at the beginning of

each macrobl

ock row. The vector predictors are updated in the following three cases:

- after decoding a macroblock of forward mode only the forward predictor is set to the decoded forward vector
- after decoding a macroblock of backward mode only the backward predictor is set to the decoded backward

vector.

- after decoding a macroblock of bi-directional mode both the forward and backward predictors are

separately with the decoded vectors of the same type (forward/backward).
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7.6.9 Motion compensation in non-scalable progressive B-VOPs

In B-VOPs the overlapped motion compensation (OBMC) is not employed. The motion-compensated prediction of
B-macroblock is generated by using the decoded vectors and taking reference to the padded forward/backward
reference VOPs as defined below. Arbitrarily shaped reference VOPs shall be padded accordingly.

7.6.9.1 Basic motion compensation procedure

All of the ISO/IEC 14496-2 motion compensation techniques are based on the formation of a prediction block,
pred[i][j] of dimension (width, height), from a reference image, ref[x][y]. The coordinates of the current block (or
macroblock) in the reference VOP is (x,y), the motion half-pel resolution motion vector is (dx_halfpel, dy_halfpel).
The pseudo-code for this procedure is given below.

The comj nnn'r_\/\/idfho and anrmnnnf_hnighfo function gi\/n the coded VQP dimensions for the current
component. For luminance, component_width() is video_object_layer_width for a rectangular VOR|or vop_width
otherwise founded up to the next multiple of 16. The luminance component_height() is defined sjmilarly. The
chrominange dimensions are one half of the corresponding luminance dimension.
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clip_ref(ref, x, vy)
{

© ISO/IEC

return(ref [ M N( MAX(x, 0), conponent_wi dth(ref) - 1)]
[ M N(MAX(y, 0), conponent_height(ref) - 1)]);
}
nc(pred, /* prediction block */
ref, /* reference conmponent */
X, VY, /* ref block coords for Mv=(0, 0) */
wi dt h, hei ght, I * reference bl ock dinensions */
dx_hal fpel, dy_hal f pel, /* hal f-pel resolution notion vector */
roundi ng, /* rounding control (0 or 1) */
pred_yO0, /* field offset in pred blk (0 or 1) */
ref yo0, /* field offset in ref blk (0 or 1) */
y_incr) /* vertical increnent (1 or 2) */
{
dx = dx_hal fpel >> 1
dy = ylincr * (dy_halfpel >> vy incr);
if (dyl_halfpel & y_incr) {
i f| (dx_hal fpel & 1) {
for (iy =0; iy < height; iy +=y_incr) {
for (ix =0; ix <width; ix++) {
X ref = x + dx + ix;
yref =y +dy +iy + ref_y0;
pred[ix][iy + pred_y0] =
(clip_ref(ref, x ref + 0, y_ref + QN+
clip_ref(ref, x ref + 1, y ref +.0) +
clip_ref(ref, x ref + 0, y ref\®# y_incr) +
clip_ref(ref, x ref + 1, y ref + y_ incr) +
2 - rounding) >> 2;
}
} lel se {
for (iy = 0; iy < height; iy += yxincr) {
for (ix =0; ix <wdth; ixzt) {
X ref = x + dx + ix;
y ref =y +dy + iyt ref_y0
pred[ix][iy + predzy0] =
(clip_ref(refy" x_ref, y_ref + 0) +
clip_ref(ref, x_ref, y ref +y_ incr) +
1 - rounding) >> 1;
}
}
}
} elsq {
i f[ (dx_hal fpel .&)1) {
for (iy =0 iy < height; iy += y_incr) {
fore(lbx = 0; ix < width; ix++) {
X ref = x + dx + ix;
yref =y +dy +iy + ref_y0
pred[ix][iy + pred_y0] =
(clip_ref(ref, x_ ref + 0, y_ref) +
clip_ref(ref, x_ref + 1, y ref) +
T - roundi ng) >> T,
}
} else {
for (iy =0; iy < height; iy +=y_incr) {
for (ix =0; ix <width; ix++) {
x_ref = x + dx + ix;
y ref =y +dy +iy + ref_y0
pred[ix][iy + pred_y0] =
clip_ref(ref, x_ref, y_ref);
}
}
}
}
}
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7.6.9.2 Forward mode

ISO/IEC 14496-2:1999(E)

Only the forward vector (MVFx,MVFy) is applied in this mode. The prediction blocks Pf_Y, Pf_U, and Pf_V are
generated from the forward reference VOP, ref _Y_for for luminance component and ref_U_for and ref_V_for for

chrominan

ce components, as follows:

mc(Pf_Y, ref_Y_for, X, y, 16, 16, MVFx, MVFy, 0, 0, 0, 1);

mc(Pf_U, ref_U_for, x/2, y/2, 8, 8, MVFx_chro, MVFy_chro, 0, 0, 0,1);

mc(Pf_V, ref_V_for, x/2, y/2, 8, 8, MVFx_chro, MVFy_chro, 0, 0, 0,1);

where (M\{Fx—chro—ivVFy—chro)j—is—motion—vector—derived—from—the—itminance—motion—vectot by ividing each
component by 2 then rounding on a basis of Table 7-9. Here (and hereafter) the function MC is defined in subclause
7.6.9.

7.6.9.3 Backward mode

Only the backward vector (MVBx,MVBY) is applied in this mode. The prediction blocks’Pb_Y, Pb_U, and Pb_V are
generated | from the backward reference VOP, ref Y _back for luminance component and ref|U back and

ref_V_back for chrominance components, as follows:

m
m
m

where (M
componen

7.6.9.4 Bi

Both the f
prediction

forward prediction, the backward prediction and then averaging both predictions pixel by pixel as follow

m

m

m

m

m

(Pb_Y, ref_Y_back, x, y, 16, 16, MVBx, MVBY, 0, 0, 0, 1);
(Pb_U, ref_U_back, x/2, y/2, 8, 8, MVBx_chro, MVBYy_chro{0,*0, 0,1);
(Pb_V, ref_V_back, x/2, y/2, 8, 8, MVBx_chro, MVBy/chro, 0, 0, 0,1);

Bx_chro, MVBy_chro) is motion vector derived:from the luminance motion vector by
by 2 then rounding on a basis of Table 7-9.

-directional mode

prwvard  vector (MVFx,MVFy) and the-backward vector (MVBx,MVBY) are applied in th
blocks Pi_Y, Pi_U, and Pi_V are_generated from the forward and backward reference VOP3
(P_Y, ref_Y_for, x, y, 16{ 16, MVFx, MVFy, 0, 0, 0, 1);

(Pf_U, ref_U_for, x/2;%y/2, 8, 8, MVFx_chro, MVFy_chro, 0, 0, 0,1);
(Pf_V, ref_V_{for;x/2, y/2, 8, 8, MVFx_chro, MVFy_chro, 0, 0, 0,1);
(Pb_Y, ref.Y_back, x, y, 16, 16, MVBx, MVBY, 0, 0, 0, 1);

(PbLU,'ref_U_back, x/2, y/2, 8, 8, MVBx_chro, MVBy_chro, 0, 0, 0,1);

dividing each

s mode. The
by doing the

S.

m

(Pb_V, Tef_V_back, X/2, Y12, 8, 8, MVBX_Chro, MVBY_CThro, 0, 0, 0,1

Pi_Y[illi] = (PF_YIilli] + Pb_YIilli] + 1)>>1; ij=0,1,2...15;

Pi_UI[il] = (Pf_UI[il[] + Pb_UIilli] + 1)>>1; ij=0,1,2...8;

Pi_V[illi] = (Pf_VIil[i] + Pb_Villi] + 1)>>1; ij=0,1,2...8;

where (MVFx_chro, MVFy_chro) and (MVBx_chro, MVBy_chro) are motion vectors derived from the forward and
backward luminance motion vectors by dividing each component by 2 then rounding on a basis of Table 7-9,
respectively.
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7.6.9.5 Direct mode

This mode uses direct bi-directional motion compensation derived by employing I- or P-VOP macroblock motion
vectors and scaling them to derive forward and backward motion vectors for macroblocks in B-VOP. This is the only
mode which makes it possible to use motion vectors on 8x8 blocks. Only one delta motion vector is allowed per
macroblock.

7.6.9.5.1 Formation of motion vectors for the direct mode

The direct mode utilises the motion vectors (MVs) of the co-located macroblock in the most recently decoded I- or P-
VOP. The co-located macroblock is defined as the macroblock which has the same horizontal and vertical index with
the current macroblock in the B-VOP. The MV vectors are the block vectors of the co-located macroblock after
applying the vector padding defined in subclause 7.6.1.6. If the co-located macroblock is transparent and thus the

MVs are not vailahla tha direct madeae-is still anahblad hyv cattinag M\/ vactors to-zarovactors.
qeabre—He-aH +eae+ tH-eHaea3Y G-V oS04 oS-

7.6.9.5.2 Calculation of vectors

MVE = MV/3 + MVp —\\ /\

) / ~MVp = -(2MV)/3 if MV is z€ero
//( MVp = MVE-MV if MVp, is nonzero
K

MV Note: MVp is the delta.vector given by MVDB

Figure 7-25 -- Direct Bi-directional Prediction

Figure 7-25 shows scaling of motion vectors. The calculation of forward and backward motion vectors involves
linear scalind of the collocated block in temporally next' |- or P-VOP, followed by correction by a delta vector
(MVDx,MVDy). The forward and the backward motion:vectors are {(MVFx[i], MVFy[i]), (MVBx[i],MVBYyTi]), i = 0,1,2,3}
and are giver] in half sample units as follows.

MVF[i] = (TRB x MVx[i]) / TRD + MVDx

MVBX[i] = (MVDx==0)? ((TRB ¢ TRD) x MVX[i]) / TRD : MVFx[i] - MVx]i]
MVFY[i] = (TRB x MVy[i]).FRD + MVDy

MVBY[i] = (MVDy==0)2((TRB - TRD) x MVy[i]) / TRD : MVFy[i] - MVy[i]
i=0,1,2,3.

where {(MVx[i],M¥Vy][i]), i = 0,1,2,3} are the MV vectors of the co-located macroblock, TRD is the difference in
temporal reference of the B-VOP and the previous reference VOP. TRD is the difference in temporal r¢ference of

the temporally-rextreference-oP-with-temporalty-previousteferenceVoP—assuming B-voPs-erskipped VOPSs in

between.

7.6.9.5.3 Generation of prediction blocks

Motion compensation for luminance is performed individually on 8x8 blocks to generate a macroblock. The process
of generating a prediction block simply consists of using computed forward and backward motion vectors
{(MVFEX[i],MVFyIi]), (MVBX[i], MVBYIi]), i = 0,1,2,3} to obtain appropriate blocks from reference VOPs and averaging
these blocks, same as the case of bi-directional mode except that motion compensation is performed on 8x8 blocks.

For the motion compensation of both chrominance blocks, the forward motion vector (MVFx_chro, MVFy_chro) is

calculated by the sum of K forward luminance motion vectors dividing by 2K and then rounding toward the nearest
half sample position as defined in Table 7-6 to Table 7-9. The backward motion vector (MVBx_chro, MVBYy_chro) is
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derived in the same way. The rest process is the same as the chrominance motion compensation of the bi-
directional mode described in subclause 7.6.9.4.

7.6.9.6 Motion compensation in skipped macroblocks

If the co-located macroblock in the most recently decoded I- or P-VOP is skipped, the current B-macroblock is
treated as the forward mode with the zero motion vector (MVFx,MVFy). If the modb equals to ‘1’ the current B-
macroblock is reconstructed by using the direct mode with zero delta vector.

7.7 Interlaced video decoding
This subclause specifies the additional decoding process that a decoder shall perform to recover VOP data from the

coded bitstream when the interlaced flag in the VOP header is set to “1”. Interlaced information (subclause 6.3.6.3)

i thaod ta o da-bitat fintar] A\ LOR
specifies the-methoeto-decode-bitstreamoHnteraced O

7.7.1 Fielgd DCT and DC and AC Prediction

When dct_ltype flag is set to ‘1’ (field DCT coding), DCT coefficients of luminance data are’ formed spich that each
8x8 block fonsists of data from one field as being shown in Figure 6-7. DC and optiopallAC (see “gc_pred_flag”)
prediction yill be performed for a intra-coded macroblock. For the intra macroblocks which have dct_type flag being
set to “1”,|DC/AC prediction are performed to field blocks shown in Figure 7-26k “After taking inverse DCT, all
luminance [blocks will be inverse permuted back to (frame) macroblock. Chromifance (block) data arg¢ not effected
by dct_type flag.

Top field blocks

Field-Coded

e Macroblock

Bottom field
blocks

Figyre7-26 -- Previous neighboring blocks used in DC/AC prediction for interlaced intra ijlocks.

7.7.2 Motion compensation

For non-intra macroblocks in P- and B-VOPs, motion vectors are extracted syntactically following subclause 6.2.6
“Macroblock”. The motion vector decoding is performed separately on the horizontal and vertical components.

7.7.2.1 Motion vector decoding in P-VOP

For each component of motion vector in P-VOPs, the median value of the candidate predictor vectors for the same
component is computed and add to corresponding component of the motion vector difference obtained from the
bitstream. To decode the motion vectors in a P-VOP, the decoder shall first extract the differential motion vectors
((MVDx,,,MVDy,,) and (MVDx,,,MVDy,,) for top and bottom fields of a field predicted macroblock,

respectively) by a use of variable length decoding and then determine the predictor vector from three candidate
vectors. These candidate predictor vectors are generated from the three motion vectors of three spatial
neighborhood decoded macroblocks or blocks as follows.
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CASE 1:

If the current macroblock is a field predicted macroblock and none of the coded spatial neighborhood macroblocks is
a field predicted macroblock, then candidate predictor vectors MV1, MV2, and MV3 are defined by Figure 7-27. If
the candidate block i is not in four MV motion (8x8) mode, MVi represents the motion vector for the macroblock. If
the candidate block i is in four MV motion (8x8) mode, the 8x8 block motion vector closest to the upper left block of
the current MB is used. The predictors for the horizontal and vertical components are then computed by

P. = Median(MV1x, MV 2x, MV3x)
P, = Median(MV1y, MV2y, MV3y).

For differential motion vectors both fields use the same predictor and motion vectors are recovered by

MVX,, = MVDx,, + P,
MWy, =2* (MVDyfl + (Py 12))
MVX,, = MVDx,, + P,
MWy, =2* (MVDy,, + (P, / 2))

where “/” is integer division with truncation toward 0. Note that all motion vectors described above are dpecified as
integers with jone LSB representing a half-pel displacement. The vertical component of field motion vecjors always
even (in halftpel frame coordinates). Vertical half-pel interpolation betweenwadjacent lines of the same field is
denoted by IMVy, be an odd multiple of 2 (e.g. -2,2,6,..) No vertical intérpolation is needed when MYy, is an

multiple of 4 (it is a full pel value).

MV2 MV3
: o MV
| MV,

R o | 16
— 8 or MV,
................................... v

16

Figure 7-27 -- Example of motion vector prediction for field predicted macroblocks (Casel)
CASE 2:

If the current macroblock or block is frame predicted macroblock or block and if at least one of the coded spatial
neighborhood macroblocks is a field predicted macroblock, then the candidate predictor vector for each field
predicted macroblock will be generated by averaging two field motion vectors such that all fractional pel offsets are
mapped into the half-pel displacement. Each component ( P, or B,) of the final predictor vector is the median value

of the candidate predictor vectors for the same component. The motion vector is recovered by
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MVx = MVDX + P,
MVy = MVDy + P,

where
P)(
PY

= Megian( MV1x, Div2Round(MVx,, + MVX,,), MV3x),
= Median( MV1y, Div2ZRound(MVy,, + MVy,,), MV3y),

Div2Round(x) is defined as follows: Div2Round(x) = (x >> 1) | (x & 1).

ISO/IEC 14496-2:1999(E)

F
CASE 3:

Assume th
neighborhg
predictor V|
mapped in
(8x8) mod
candidate
current MB

afield predicted

MB Div2Round( 5 :
MV2f1 +MV 2f2) TR

MV3
___________ T -
MV1 MV
8
------------ J’ 16
4— g —
................................... -
6

gure 7-28 -- Example of motionivector prediction for field predicted macroblocks (Cag

at the current macrgblock is a field predicted macroblock and at least one of the
od macroblocks is-atfield predicted macroblock. If the candidate block i is field predicted,
bctor MVi will be~generated by averaging two field motion vectors such that all fractional
o the half-peldisplacement as discribed in CASE 2. If the candidate block i is neither in fo
e nor in field-prediction mode, MVi represents the frame motion vector for the macro
plock i is(inyfour MV motion (8x8) mode, the 8x8 block motion vector closest to the upper lg
is used:*> The predictors for the horizontal and vertical components are then computed by

e2)

coded spatial
the candidate
el offsets are
LUr MV motion
block. If the
ft block of the

P

=Median(MV1x, MV2x, MV 3x)

Py

where

= Median(MV1y, MV2y, MV 3y)

MVi x = Div2ZRound(MVX,, + MVX,,),
MVi y = Div2Round(MVy,, + MVy,,),

for someiin {1,2,3}.

For differential motion vectors both fields use the same predictor and motion vectors are recovered by (see both
Figure 7-27 and Figure 7-28)
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MVy,, =2* (MVDyfl + (Py 12))
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MVy,, =2* (MVDy,, + (P, / 2))
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The motion compensated prediction macroblock is calculated calling the “field_compensate_one_reference” using
the motion vectors calculated above. The top_field_ref, bottom_field_ref, and rounding type come directly from the
syntax as forward_top_field_reference, forward_bottom_field_reference and vop_rounding_type respectively. The
reference VOP is defined such the the even lines (0, 2, 4, ...) are the top field and the odd lines (1, 3, 5, ...) are the

bottom field.

fiel d notipr—eerpensate—enre—+eterencef
luma_pred, cb_pred, cr_pred, /* Prediction conponent pel array */
luma_rlef, cb_ref, cr_ref, /* Reference VOP pel arrays */
m/_top x, nv_top._y, /* top field notion vector */
mv_bot| x, nv_bot vy, /* bottomfield notion vector */
top_filel d_ref, /* top field reference */
bottom field_ref, /* bottomfield reference */
X, Y, /* current |unma macrobl ock coords” ™/
roundi|ng_type) /* rounding type */
{
nc(lune_pred, luma_ref, x, y, 16, 16, mv_top_x, m/_top.ys
rgundi ng_type, 0, top_field ref, 2);
nc(lun@_pred, luma_ref, x, y, 16, 16, mv_bot_x, mv_bot"y,
rgundi ng_type, 1, bottomfield ref, 2);
nc(cb_|pred, cb ref, x/2, y/2, 8, 8,
Div2Round(mv_t op_x), Di v2Round(mv_top_y),
rgundi ng_type, 0, top_field ref, 2);
nc(cr_|pred, cr_ref, x/2, y/2, 8, 8,
Div2Round(mv_t op_x), Di v2Round(mv_top_¥,
rgundi ng_type, 0, top_field ref, 2);
nc(cb_|pred, cb ref, x/2, y/2, 8, 8,
Di v2Round( mv_bot _x), Di v2Round(nmv>bot _vy),
rgundi ng_type, 0, top_field ref;i*2);
nc(cr_|pred, cr_ref, x/2, y/2, 8, 8
Di v2Round( mv_bot _x), Di v2Round(mv_bot _y),
rgundi ng_type, 0, top_fiel'd’ref, 2);
}

In the case that obmc_disable is “0%, the OBMC is not applied if the current MB is field-predicted. If the
is frame-predicted (including 8x8ymode) and some adjacent MBs are field-predicted, the motion vecto
field-predictedd MBs for OBMCjare computed in the same manner as the candidate predictor vectof

predicted MBE are.

7.7.2.2 Motipn vectar decoding in B-VOP

For interlacefl B-VOPs, a macroblock can be coded using (1) direct coding, (2) 16x16 motion co
(includes forwardybackward & bidirectional modes), or (3) field motion compensation (includes forward,

current MB
rs of those
s for field-

pensation
ackward &

bidirectional modes). Motion vector in half sample accuracy will be employed for a 16x16 macroblock being coded.
Chrominance vectors are derived by scaling of luminance vectors using the rounding tables described in Table 7-9
(i.e. by applying Div2Round to the luminance motion vectors). These coding modes except direct coding mode allow
switching of quantizer from the one previously in use. Specification of dquant, a differential quantizer involves a 2-bit
overhead as discussed earlier. In direct coding mode, the quantizer value for previous coded macroblock is used.

For interlaced B-VOP motion vector predictors, four prediction motion vectors (PMVs) are used:

Table 7-10 -- Prediction motion vector allocation for interlaced P-VOPs

Function

PMV

Top field forward

0
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Bottom field forward 1
Top field backward 2
Bottom field backward 3

These PMVs are used as follows for the different macroblock prediction modes:

The PMVs

When a frgme macroblock is decoded, the two field PMVs (top«and bottom field) for each prediction dir

to the sam

are not zerped by skipped macroblocks or direct mode macroblocks.

The frame
modes ar

above. Thg field forward mode is denoted by mb_type == “0001” and field_prediction == “1". The PM
calculation|of the motion compensated prediction is shown below. The luma_fwd_ref VOPI][], cb_fwd
cr_fwd_ref| VOPJ][] denote the entire forward (past) anchor VOP pixel arrays. The coordinates of
corner of the luminance macroblock is\given by (x, y) and MVD[].x and MVD[].y denote an array of the
differenceq in the order they occur jn'the bitstream for the current macroblock.

Table 7-11 -- Prediction motion vectors for interlaced B-VOP decoding

ISO/IEC 14496-2:1999(E)

Macroblock mode PMVs used PMVs updated

Direst Rrene ReRe
Frame forward 0 0,1
Frame backward 2 2,3

Frame bidirectional 0,2 0,1,2,3
Field forward 0,1 0,1
Field backward 2,3 213

Field bidirectional 0,1,2,3 0,1,2,3

used by a macroblock are set to the value of current macroblock motion vectors after being

b frame value. The PMVs are reset to zero at the\beginning of each row of macroblocks. T

based motion compensation modes are described in subclause 7.6. The field motion
calculated using the “field_motionccompensate_one_reference()” pseudo code functi

PMW[
PMW[
PMW[
PMW[
fiel

0] . x = PW[ 0] rx\"+ WD 0] . x;

0].y =2 * (PW[O].y / 2 + WD[0].vy);
1] . x = PW[1]~ x + M/D[l].x;

1].y = 2o (PW[ 1] . 2 + WD[1].y);
d_noti on conpensate one _reference(

| umapred, cb_pred, cr_pred,

| uma_fwd_ref VOP, cb_fwd _ref VOP, cr_fwd_ref_ VOP,
PW[0].x, PW[O0].y, PW[1].x, PW[1].y

Lsed.

ection are set
he predictors

compensation
pn described
\V update and
_ref_VOPI][],
he upper left
motion vector

orward fnn field rnfnrnnr\n

forward_ bottomf|eld reference
X, Y, O)

The field backward mode is denoted by mb_type == “001” and field_prediction == “1". The PMV update and
calculation is outlined the following pseudo code. The luma_bak ref VOP[][], cb_bak ref VOP[]],

prediction

cr_bak_ref

VOPI][] denote the entire backward (future) anchor VOP pixel arrays.

PW[2].x + M/D[ 0] .

2 * (PW[2]. 2

PW[1].x + M/D[ 1] . x;

2 * (PW[3]. 2 + WD 1].y);
ion conpensate one _reference(
_pred, cb_pred, cr_pred,

X
+ WO 0] .y);
X

'O_II 1
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[ unma_bak ref VOP, cb_bak ref VOP, cr_bak _ref VOP,
PW[2].x, PWI[2].y, PW[3].x, PWI[3].vy,

backward top_fiel d_reference,

backward bottom fi el d reference,

X, ¥, 0);

The bidirectional field prediction is used when mb_type == “01” and field_prediction == “1”". The prediction
macroblock (in luma_pred[][], cb_pred[][], and cr_pred[][]) is calculated by:

(mv = 0; mv < 4; nmv++)

PW[mv].x = PW[nv].x + WD mv].Xx;
} PW[mv].y =2 * (PW[n].y / 2 + WD n].y);
field mot on_conpensate_one_t ef-et cnbc(

ma_pred_fwd, cb_pred_fwd, cr_pred_fwd,
ma_fwd_ref VOP, cb_fwd ref _VOP, cr_fwd_ref VOP,
0].x, PW[O].y, PW[1].x, PW[1].y,
rward_top_field_reference,

rward_bottom fiel d reference,

y, 0);

ma_pred_bak, cb_pred_bak, cr_pred_bak,
ma_bak ref VOP, cb _bak ref VOP, cr_bak ref VOP,
2].x, PW[2].y, PW[3].x, PW[3].y,
backward top_fiel d_reference,
ckward_bottom fi el d_reference,
X,|y, 0);
for (ily = 0; iy < 16; iy++) {
for (ix =0; ix < 16; ix++)
lume_pred[ix][iy] = (luma_pred_fwd[ixN/iy] +
lume_pred_bak[ix][iy] + 1) >> 1;

}
}
for (ify =0; iy < 8; iy++) {
for (ix =0; ix < 8; ix++) {
cb_pred[ix][iy] = (cb_pred=fwd[ix][iy] +
cb_pred-bak[ix][iy] + 1) >> 1;
cr_pred[ix][iy] = (cr_pred_fwd[ix][iy] +
cr_pred_bak[ix][iy] + 1) >> 1;
}
}

The direct mpde prediction can_be either progressive (see subclause 7.6.9.5) or interlaced as descriped below.
Interlaced dirgct mode is used-when ever the co-located macroblock (macroblock with the same coordinfites) of the
future anchor VOP has fiéld: predition flag is “1”. Note that if the future macroblock is skipped, or intrd, the direct
mode prediction is progréssive. Otherwise, interlaced direct mode prediction is used.

Interlaced dirgct,coding mode is an extension of progressive direct coding mode. Four derived field motion vectors
are calculated from the forward field motlon vectors of the co- Iocated future anchor VOP a srngle dlffere tial motion
vector and the Temy i f

The four derived field motion vectors are denoted mvf[0] (top field forward) mvf[1], (bottom field forward) mvb[0]
(top field backward), and mvb[1] (bottom field backward). MV[i] is the future anchor picture motion vector for the top
(i == 0) and bottom (i == 1) fields. Only one delta motion vector (used for both field), MVD[0], occurs in the
bitstream for the field direct mode predicted macroblock. MVDI[0] is decoded assuming f_code == 1 regardless of
the number in VOP header. The interlaced direct mode prediction (in luma_pred[][], cb_pred[][] and cr_pred[][]) is
calculated as shown below.

for (i:O;i<2;i++){
mvfl[i]l.x = (TRB[I] MV[i]l.x) / TRO[i] + WD O0].x;
mi[i].y = (TRB[i] * MJi]. y) [ TROi] + WD[O].y;
nvb[i].x = (WD[i].
(((TRB[i] - TRD[I]) 'W[I]-X) [ TRYi])
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mf[i].x - M[i].X);
nvb[i].y = (WDi].y == ? .
(((TRBLI] - TRO[i]) * MVi].y) / TROi])
, mili].y - MW[i].y);
field_notion_conmpensate_one_reference(
luma_pred_fwd, cb_pred fwd, cr_pred_fwd,

luma_fwd ref VOP, cb fwd ref VOP, cr_fwd ref VOP,
mvf[O0].x, nmvf[O].y, mvf[1].x, mvf[1].Yy,
colocated _future_nb top field_ reference,
col ocated future nb bottomfield reference,
X, y, 0);

field_notion_conmpensate_one_reference(

| uma_pred_bak,
| uma_bak _ref VOP,

cb_pred_bak,

cb_bak ref VOP,

cr_pred_bak,

cr _bak ref VOP,

nvb[1].x, nvb[1].y, nvb[1].x, mvb[1].y,
0, 1, x, y, 0);
for ((iy =0; iy < 16; iy++) {
for (ix =0; ix < 16; ix++) {
luma_pred[ix][iy] = (luma_pred_fwd[ix][iy] +
luma_pred_bak[ix][iy] + 1) >> 1;
}
I . .
for (iy =0; iy <8; iy++) {
for (ix =0; ix < 8; ix++) {
chb_pred[ix][iy] = (cb_pred_fwd[ix][iy] +
cb_pred_bak[ix][iy] + 1) _3>>"1;
cr_pred[ix][iy] = (cr_pred_fwd[ix][iy] +
cr_pred_bak[ix][iy] +-) >> 1;
}
}
The tempgral references (TRB[i] and TRDIJi]) are distances.in time expressed in field periods. Figurp 7-29 shows
how they are defined for the case where i is O (top field of the B-VOP). The bottom field is analogously

Future
Anchor

Current
VOP

Past
Anchor

mv[i]
‘\\

/

T MV[i]

mvb[i]

/
/

Ly
/

[

\

<-- TRB[i]--- >
TRDJi]

Figure 7-29 -- Interlaced direct mode

The calculation of TRD[i] and TRB[i] depends not only on the current field, reference field, and frame temporal

references, but also on whether the current video is top field first or bottom field first.

TRDI[i] = 2*(T(future)//Tframe - T(past)//Tframe) + §][i]
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TRBJ[i]= 2*(T(current)//Tframe - T(past)//Tframe) + J]i]

where T(future), T(current) and T(past) are the cumulative VOP times calculated from modulo_time_base and
vop_time_increment of the future, current and past VOPs in display order. Tframe is the frame period determined

by

Tframe = T(first_B_VOP) - T(past_anchor_of _first B_VOP)
where first B_VOP denotes the first B-VOP following the Video Object Layer syntax. The important thing about
Tframe is that the period of time between consecutive fields which constitute an interlaced frame is assuemed to be

0.5 * Tframe for purposes of scaling the motion vectors.

The value of § is determined from Table 7-12; it is a function of the current field parity (top or bottom), the reference

field of the c
top_field_first

] el kLl Le L Ll L + 4l ~H + H +la £ 4 [ AW/aY =Y ot
ULattu TMaLlUUTUURA (TTTAUTUDTUUR Al UTTC oAl TiC CUUTUITTAIT O T UTC TUTtUT T arteiiolr viuT y, altu g

in the B-VOP'’s video object plane syntax.

Table 7-12 -- Selection of the parameter ¢

e value of

future anchor VOP reference top_field_first == top_field“first ==
fields of the co-located
macroblock
Top field Bottom field Top field, Bottom field, Top Bottom field
reference reference 8[0] 8[1] field, 8[0] 8[1]
0 0 0 -1 0 1
0 1 0 0 0 0
1 0 1 -1 -1 1
1 1 1 0 -1 0

The top field
The past refe
the top field.
bottom field g
of the future

prediction is based on the top field motien vector of the P-VOP macroblock of the future anc
rence field is the reference field selected by the co-located macroblock of the future anchoi
Analogously, the bottom field predictor is the average of pixels obtained from the futu
nd the past anchor field referenced by the bottom field motion vector of the corresponding
anchor picture. When inteflaced direct mode is used, vop_time_increment_resolution m

smallest integer greater than or equal to the number of frames per second. In each VOP, vop_time

counts individ
7.8 Sprited

The subclaus
in two mode
decoding pro

ual frames within a.Second.
bcoding
e specifies,the additional decoding process for a sprite video object. The sprite decoding g

5. basiexsprite decoding and low-latency sprite decoding. Figure 7-30 is a diagram of
cessulpis simplified for clarity.

b

nor picture.
picture for
anchor’s
acroblock
ust be the
| increment

an operate
the sprite
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Figure 7-30 -- The sprite decoding process

7.8.1 Higler syntactic structures

The variol
sprite_enal
low_latenc
reconstruc
all the rem
the sprite

Alternative
informatior

s parameters in the VOL and VOP bitstreams shall be interpreted as described in cla
ble == ‘1", vop_coding_type shall be “I” only for the initial VOP in a VO for basid
y_sprite_enable == ‘0"), and all the other VOPs shall be S-VOPs (i.e. vop‘ coding_type
ed I-VOP in a VOL for basic sprites is not displayed but stored in a sprite memory, and W
aining S-VOPs in the same VOL. An S-VOP is reconstructed by applying warping to the
memory, using the warping parameters (i.e. a set of motion vectors) embedded in the V

stored in the sprite memory before applying warping.
7.8.2 Sprite Reconstruction

nce, chrominance and grayscale alpha data of a sptite are stored in two-dimensional arra|
and height| of the luminance array are specified by sprite, width and sprite_height respectively. The s
sprite lumipance, chrominance and grayscale alpha arrays‘are addressed by two-dimensional integer g
(@i, j.)) as defined in the following:

The lumina

e Top left luminance and grayscale alpha sample
@, = (sprite_left_coordinate, sprite top_coordinate)
« Botton) right luminance and grayscale alpha sample

@, = (sprite_left_coordinate +sprite_width — 1,
sprite_top_coordinate+sprite_height — 1)

Top left chrominance sample

(.. ihF (sprite_left_coordinate / 2, sprite_top_coordinate / 2)
Botton) right chrominancé sample

(] (sprite_left.coordinate / 2 + sprite_width// 2 — 1,
sprite_tep* coordinate / 2 + sprite_height// 2 — 1).

he addresses of the luminance, chrominance and grayscale alpha samples of the VOP ¢
e defined in the following:

Likewise, f]
decoded al

use 6. When
sprites (i.e.
== “S"). The
ill be used by
OP stored in
DP bitstream.

y, in a VOL for low-latency sprites (i.e. low_latency_sprite_enable)== ‘1"), these S-VOPs can update the

ys. The width
amples in the
airs (i’, j’) and

irrently being

Top leftsample-oftluminanceandgraysealealphg——M8 M |

@i,p= (0, 0) for rectangular VOPs, and

@i,p= (vop_horizontal_mc_spatial_ref, vop_vertical_mc_spatial_ref) for non-rectangular VOPs
« Bottom right sample of luminance and grayscale alpha

@i,)= (video_object_layer_width - 1, video_object_layer_height - 1) for rectangular VOPs, and

Gi,j)= (vop_horizontal_mc_spatial_ref + vop_width - 1,

vop_vertical_mc_spatial_ref + vop_height - 1) for non-rectangular VOPs
Top left sample of chrominance

(i,j)= (0, 0) for rectangular VOPs, and

(i,j)= (vop_horizontal_mc_spatial_ref / 2, vop_vertical_mc_spatial_ref / 2) for non-rectangular VOPs
* Bottom right sample of chrominance

(., j)= (video_object_layer_width / 2 - 1, video_object_layer_height / 2 - 1) for rectangular VOPs, and

(., j)= (vop_horizontal_mc_spatial_ref /2 + vop_width// 2 - 1,

vop_vertical_mc_spatial_ref / 2 + vop_height// 2 - 1) for non-rectangular VOPs
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7.8.3 Low-latency sprite reconstruction

This subclause allows a large static sprite to be reconstructed at the decoder by properly incorporating its
corresponding pieces. There are two types of pieces recognized by the decoder—object and update. The decoded
sprite  object-piece  (i.e., embedded in a S-VOP with low_latence_sprite_enable== and
sprite_transmit_mode=="piece") is a highly quantized version of the original sprite piece while the sprite update-
piece (i.e., sprite_transmit_mode=="update") is a residual designed to improve upon the quality of decoded object-

piece. Sprite pieces are rectangular pieces of texture (and shape for the object-piece) and can contain “holes,”

corresponding to macroblocks, that do not need to be decoded.

Five parameters are required by the decoder to

properly incorporate the pieces: piece_quant, piece_width, piece_height, piece_xoffset, and piece_yoffset.

Macroblocks

raster scanning is employed to decode each piece. However, whenever the scan encounters a

macroblock which has been part of some prewously sent sprite piece, then the macroblock is not decoded and its

correspondin
sprite piece.
update may |
of later refine
object-piece.

lie. (see subc
refinement sh
transparent 3
pieces may b
a zooming oy
decoded objg
as a hole an
object-piece i
of an object,

Ga as-a-hole-in-the current
Slnce a macroblock can be reflned as Iong as there is some avallable bandW|dth more than one
e decoded per macroblock and the holes for a given refinement step have no relationskip tp the holes
ment steps. Therefore, the decoding process of a hole for an update piece is differentthan [that for the
For the object-piece, no information is decoded at all and the decoder must “manage” where “holes”
ause 7.8.3.1). For the update-piece, the not_coded bit is decoded to indicatecwhether or ndt one more
ould be decoded for this given macroblock. (see subclause 7.8.3.2). Note\that a hole codld be non-
nd have had shape information decoded previously. Multiple intermingled object-pieces and update-
e decoded at the same current VOP. Part of a sequence could consist for example of rapidly showing
t effect, a panning to the right, a zooming in, and finally a panningito the left. In this case, the first
ct-piece covers regions on all four sides of the previous VOP transmitted piece, which is rjow treated
] not decoded again. The second decoded object-piece relates to the right panning, and the third
5 a smaller left-panning piece due to the zooming-in effect.-\ Finally, the last piece is differgnt; instead
t contains the update for some previous object-piece of’ zooming-in (thus, the need to update to refine

for higher qu
the decoder

lity). All four pieces will be decoded within the samé YOP. When sprite_transmit_mode F ="pause,”
cognizes that all sprite object-pieces and update-pieces for the current VOP session have|been sent.

However, when sprite_transmit_mode = “stop,” the decoder ‘understands that all object and update-pjeces have
been sent forthe entire video object layer, not just for the current VOP. session. In addition, once all ohject-pieces
or update-pieces have been decoded during a VOP session (i.e., signaled by sprite_transmit_mode ==|“pause” or
sprite_transmit_mode == “stop”), the static sprite is padded (as defined in subclause 7.6.1), then the pg¢rtion to be
displayed is warped, to complete the current VOP 'session.

For the S-VQPs (i.e., vop_coding_type == “S%);-the macroblock layer syntax of object-pieces is the sanje as those
of I-VOP. Therefore, shape and texture-are decoded using the macroblock layer structure in I-VORs with the
quantization pf intra macroblocks. Fhe syntax of the update-pieces is similar to the P-VOP inter-macroblock
syntax with the quantization of non-intra macroblocks); however, the differences are indicated in [Table B-1,
specifically that there are no motion. vectors and shape information included in this decoder syntax stfucture. In
summary, this decoding process )supports the construction of any large sprite image progressively, bath spatially

and in terms ¢f quality.
7.8.3.1 Decading of holes in sprite object-piece

h based on

Implementatipn of-macroblock scanning must account for the possibility that a macroblock uses predictio
some macroljlock sent in a previous piece. When an object-piece with holes is decoded, the decoder in
of reconstrucli i igi i i
the “new macroblock” is received. Whenever macroblocks raster scanning encounters a hole, the decoder needs to
manage the retrieval of relevant information (e.g. DCT quantization parameters, AC and DC prediction parameters,
and BAB bordering values) from the corresponding macroblock decoded earlier.

7.8.3.2 Decoding of holes in sprite update-pieces

In contrast to the send_mb() used by the object-pieces, the update-pieces use the not_coded bit. When not_coded =
1 in the P-VOP syntax, the decoder recognizes that the corresponding macroblock is not refined by the current
sprite update-piece. When not_coded = 0 in the P-VOP syntax, the decoder recognizes that this macroblock is
refined. The prediction for the update piece is obtained by extracting the "area" of the static sprite defined by
(piece_width, piece_height, piece_xoffset, piece_yoffset). This area is then padded and serves as prediction for the
update pieces. Since there is no shape information included in an update-piece, the result of its transparent_mb() is
retrieved from the corresponding macroblock in the object-piece decoded earlier. In addition, an update macroblock
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cannot be transmitted before its corresponding object macroblock. As a result, the very first sprite piece transmitted
in the low-latency mode shall be an object-piece.

7.8.4 Sprite reference point decoding

The syntatic elements in sprite_trajectory () and below shall be interpreted as specified in clause 6. duli] and dv][i] (O
=< i < no_sprite_point) specifies the mapping between indexes of some reference points in the VOP and the
corresponding reference points in the sprite. These points are referred to as VOP reference points and sprite
reference points respectively in the rest of the specification.

The index values for the VOP reference points are defined as:
(i, J,) = (0, 0) when video_object_layer_shape == ‘rectangle’, and
(vop_horizontal_mc_spatial_ref, vop_vetical_mc_spatial_ref) otherwise,
(i11 J1) = (io:“"\"lv J:o)r
(i ) F (g Jo + H),
@iy J) § (+W, j+H)

where W |= video_object_layer_width and H = video_object_layer_height when video object layer shape ==
‘rectangle’[or W = vop_width and H = vop_height otherwise. Only the index values)Wwith subscripts less than
no_sprite_point shall be used for the rest of the decoding process.

The index values for the sprite reference points shall be calculated as follows:

(i) = (s/2) (2, + du[0
(i’[1)=(s/2) (21, +dull
(i,[},) =(s/2) (21, + du[2
(i;{}) =(s/2) (21, +du[3

, 2 j, +dv[0])

+du[0], 2 j, + dv[1] + dv[0])

+du[0], 2 j, + dv[2] + dv[0])

+ du[2] + du[1] + du[0], 2 j, + dv}3]+¥ dv[2] + dv[1] + dv[0])

e e

where i/, j}', etc are integers in — pel accuracy, where s is specified by sprite_warping_accuracy. Qnly the index
S
values with substcripts less than no_sprite_point need to be*Calculated.

When no_of sprite_warping_points == 2 or 3, the index.values for the virtual sprite points are additionally calculated
as follows:

(i, 1) = (16 (i + W) + (W = W) (riy —26i)) + W' (ri,) — 16/i,)) // W,
16 jo + (W= W) (rjy’ — 16} + W' (" — 16 j,)) // W)

(,", 1) = (16, + (H — H) (riy - 18lip) + H' (i, — 16/i,)) // H,

16 (jo + H) + (H ~H)A(rj’ — 16 j)) + H' (1}, - 16 },)) // H)

wherei,”, j|”, i,",

and j,” are integers in % pel accuracy, and r = 16/s. W’ and H’ are defined as the smpllest

integers that satisfy the fellowing condition:

W' =|2a, H' =23y W' >W, H' > H, a >0, B >0, both o and  are integers.
The calcuIItion of1)’, and j,” is not necessary when no_of_sprite_warping_points == 2.

7.8.5 Warping

For any pixel (i, j) inside the VOP boundary, (F(i, j), G(i, j)) and (F.(i. j.). G.(i., j)) are computed as described in the
following. These quantities are then used for sample reconstruction as specified in subclause 7.8.6. The following
notations are used to simplify the description:

[=i-i,
J :j - j0!
.=4i -2i,+1,
J.=4j -2j,+1,
When no_of_sprite_warping_point == 0,

(F(, ), GG, )
(Fo(ics Jo)» Gl J)

(si,s])
(S S )-
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When no_of_sprite_warping_point == 1,

(FG, 1), G(i, )

(F.(ic, Jo), G.(ic: o)

When no_of

(FG, 1), G(i, )

(F.(ic, Jo), G.(ic: o)

(i, +sl,j;’ +sJ),
i M2 +s(i.—i,/2), j, 12+s(j-j!2)).

sprite_warping_points == 2,

(i + (T i+ i) 1+ (je =3, ) 11 (W T,

Jo ¥ (=1 + 1) T+ (=rig +1,") 3) 1T (W' r)),

((rig + L")+ (i =) 3, + 2 W ri) — 16W) /] (4 W' r),
(rig +i) 1+ (rig +1,7) 3. + 2 W rj) — 16W) /il (4 W' 1)).

© ISO/IEC

According to the definition of W' and H’ (i.e. W' = 2* and H’ = 2P), the divisions by “///” in these functions can be

replaced by b
(FG, 1), GG, D)
(F.(ic: 1), G,
where 2°=r.

When no_of |

(F@, 1), GG, j)
(Fc(ic’ jc)’ Gc(ic
According to
denominator

no_of_sprite |
For example,

(G, ), G, )

(F.(ic, Jo), G(ic

When no_of |
(FG, 1), GG, D)

(F.(ic, Jo), G(ic

Inary shift operations. By this replacement, the above equations can be rewritten as:

= (i + (T + 1) T+ () = 1)) 3+ 297 >> (a+p)),

I+ (), + 1) 1+ (riy +07) 3+ 2977 >> (ap)),
=(((rig +1) 1+ (=) 3, + 2 W riy — 16W +2°7%) >> (o pr2),
(T +3)1* (i +1,7) 3, + 2 W rj) = 16W + 29 >> (o4 p+2)),

o)

Sprite_warping_points == 3,

= (i + (i) +1,7) H L+ (=1 i+ )W 3) 1 (WH'),
o (T + 07 H L+ (T g+ )W 3) 1 (WH?),

= (((=riy + ") H 1+ (=T i+ )W, + 2 WH' iJs 18WH) 11/ (AWH™),
(Ti + i) H I+ (=ri)+ )W I+ 2 WHT S 16WH?) [l (AW'H'Y)).

o)

the definition of W' and H’, the computation,.of these functions can be simplified by ¢

warping_points == 2, the divisions by “///” in\these functions can be replaced by binary shift
when W' > H'’ (i.e. a > f5) the above equations can be rewritten as:

= () (i + 7)1+ (i ) 297 3+ 297%) >> (ap)),
o+ (), + 1) 1+ (i3 247 3+ 297 5> (o),
1) = (i +1,) L+ (1 i) 2770, + 2Wr iy — 16W' + 2°°77) >> (apr2),
(Crig + 00 1+ (IO 297 3, + 2Wr ) — 16W + 2977) >> (a+p+2).

Sprite_warping_point== 4,

=(@i+hj*c)lll(gi+hj+DWH),
(disej+NIl(gi+hj+DWH)),

=(2al,+2bJ . +4c—(gl,+hJ _+2DWH)s)/ll (49l +4 hJ +8D WH),
@2dl +2eJ +4f-(gl.,+hJ +2DWH)s)/l/(4gl +4hJ +8D W H))

o)

where

ividing the

and numerator of division beforehand by W (when W’ < H’) or H’' (when W’ > H’). As in the case of

pperations.

g= ((io, - i1, - iz, + i3, ) (jz, _j3,) - (iz, - i3,) (jo, _jl, _jz, + j3,)) H,
h= ((il, - i3,) (jo, _jl, _jz, + j3, ) - (io, - il, - iz, + i3, ) (jl, _j3,)) W,
D= (il, - i3,) (jz, _j3, ) - (iz, - i3,) (j1, _jg,)!

a= D(il, _io,) H+g il”

b=D(, —i/)W+hL,
c=Di’W H,
d=D(, -i;)H+gi,,
e:D(jz,_jo,)W-"hjz,!
f=Dj W H.

A set of parameters that causes the denominator of any of the the above equations to be zero for any pixel in a
opaque or boundary macroblock is disallowed. The implementor should be aware that a 32bit register may not be
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sufficient for representing the denominator or the numerator in the above transform functions for affine and
perspective transform. The usage of a 64 bit floating point representation should be sufficient in such case.

7.8.6 Sample reconstruction

The reconstructed value Y of the luminance sample (i, j) in the currently decoded VOP shall be defined as

Y = ((S - rj)((s _ri) Yoo + ri Y01) + rj ((S - ri) YlD + ri Yn)) I Sz,

where Y, Y,,, Y., Y,, represent the sprite luminance sample at (F(i, j)///Is, G(i, j)/lIIs), (F(, /s + 1,G(i, plifs), (F(,
Dilts, G(i, s + 1), and (F(i, j)/Ills + 1,G(i, j)/llls + 1) respectively, and r, =F(i, j) —(F(i, j)////s)s and r, =G(j, j) — (G(i,
PIIs)s. Figure 7-31 illustrates this process.

In case an
process as

When brig
Y * (bright

Similarly, t
as

where C,,
jls), (F,

iNis)s and r; = G (i, J) — (G, j)/Is)s. In case any of C,,-E,, C,, and C,, lies outside the sprite

binary mas

The same
value A of

where A,
piis), (F(i
) — (GG, )
by the pad

The recons

of Y, Y, Y,, and Y, lies outside the sprite Tuminance binary mask, it shall be obtained-b
defined in subclause 7.6.1.

ess_change_factor * 0.01 + 1), clipped to the range of [0, 255].

ne reconstructed value C of the chrominance sample (i, j,) in the currently*decoded VOP s

C = ((S - rj)((s _ri) Coo + ri C01) + rj ((S - ri) C1o H ri Cu)) " SZ!

C,.. C,,, C,, represent the sprite chrominance sample at ( F(i, j)//Is, G(i.. j)!Is), (F.(., j)
i i), G (i, j)Is + 1), and (F(i,, j)/MIs + 1, G (i, g//lls + 1) respectively, and r, = F

k, it shall be obtained by the padding process as defined in subclause 7.6.1.

method is used for the reconstruction of grayscale alpha and luminance samples. The
he grayscale alpha sample (i, j) in the curreqtly decoded VOP shall be defined as

A= ((S - rj)((s - ri) Aoo t Ao1) + rj ((S - ri) AlO + An)) n 521

A, A, A, represent the sprite grayscale alpha sample at (F(i, j)//l/s, G(i, j)/llIs), (F(,
Dils, GG, plils + 1), and (F(kJ)1is + 1,G(i, j)/lIs + 1) respectively, and r, =F(i, j) —(F(i, j)//IIS
/Is)s. In case any of A, A; A, and A, lies outside the sprite luminance binary mask, it shg

ling process as defined.in“subclause 7.6.1.

tructed value of luminance binary mask sample BY(i,j) shall be computed following the ide

y the padding

ithess_change_in_sprite == 1, the final reconstructed luminance sample (i, j) is farther computed as Y =

hall be define

llis + 1, G,(i,,
(ic’ Jc) - (Fc(ic’

chrominance

Feconstructed

ViIs + 1,G(i,
s and r, =G(i,
Il be obtained

htical process

for the lumjnance sample, However, corresponding binary mask sample values shall be used in place of luminance
samples Y}, Y, Y. Yiu Assume the binary mask sample opaque is equal to 255 and the binary mmask sample
transparent is equalto.0. If the computed value is bigger or equal to 128, BY(i, j) is defined as opagye. Otherwise,
BY (i, ) is [defined-as transparent. The chrominance binary mask samples shall be reconstructed by [decimating of
the corresponding 2 x 2 adjacent luminance binary mask samples as specified in subclause 7.6.1.4.

Yoo 1 Yo

—>

X r 4 X

y 3l

—S Y 1

YlO Yll

X X

Figure 7-31 -- Pixel value interpolation (it is assumed that sprite samples are located on an integer grid)

7.9 Generalized scalable decoding

This subclause specifies the additional decoding process required for decoding scalable coded video.
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The scalability framework is referred to as generalized scalability which includes the spatial and the temporal
scalabilities. The temporal scalability offers scalability of the temporal resolution, and the spatial scalability offers
scalability of the spatial resolution. Each type of scalability involves more than one layer. In the case of two layers,
consisting of a lower layer and a higher layer; the lower layer is referred to as the base layer and the higher layer is
called the enhancement layer.

In the case of temporal scalability, both rectangular VOPs as well as arbitrary shaped VOPs are supported. In the
case of spatial scalability, only rectangular VOPs are supported. Figure 7-32 shows a high level decoder structure
for generalized scalability.

blt_l_» Enhancement
Layerl Decoder
? out_1 outp_1
P il 4
Mid Processorl > PoScslrablhty . -
— st Processorl | :
? out_0 outp_O
bit_0
_ .| Baselayer
Decoder

Figure 7-32 -- High level decoder structure for generalized scalability

The base laygr and enhancement layer bitstreams are input for deceding by the corresponding base layer decoder
and enhancement layer decoder.

When spatial| scalability is to be performed, mid processor*I-performs spatial up or down sampling of|input. The
scalability pogt processor performs any necessary operations such as spatial up or down sampling of the decoded
base layer fof display resulting at outp_0 while the enhancement layer without resolution conversion may be output
asoutp_1.

When tempotfal scalability is to be performed,.the decoding of base and enhancement layer bitstreams og¢curs in the
corresponding base and enhancement layerdecoders as shown. In this case, mid processor 1 does not gerform any
spatial resolution conversion. The post processor simply outputs the base layer VOPs without any conyersion, but
temporally miltiplexes the base and ehhancement layer VOPs to produce higher temporal resolution enhancement
layer.

The referencgé VOPs for prediction are selected by ref _select_code as specified in Table 7-13 and Taljle 7-14. In
coding of P-\JOPs belonging to’an enhancement layer, the forward reference is one of the following four: the most
recently decoded VOP ofyenhancement layer, the most recent VOP of the reference layer in display order, the next
VOP of the rdgference layer in display order, or the temporally coincident VOP in the reference layer.

In B-VOPs, the forward reference is one of the following two: the most recently decoded enhancement YOP or the
most recent fpeference layer VOP in display order. The backward reference is one of the following| three: the
temporally coincident VOP in the reference layer, the most recent reference layer VOP In display order, or the next
reference layer VOP in display order.

Table 7-13 -- Prediction reference choices in enhancement layer P-VOPs for scalability

ref_select_code forward prediction reference
00 Most recently decoded enhancement VOP belonging to the same layer.
01 Most recently VOP in display order belonging to the reference layer.
10 Next VOP in display order belonging to the reference layer.
11 Temporally coincident VOP in the reference layer (no motion vectors)
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Table 7-14 -- Prediction reference choices in enhancement layer B-VOPs for scalability
ref_select_code forward temporal reference backward temporal reference
00 Most recently decoded enhancement | Temporally coincident VOP in the
VOP of the same layer reference layer (no motion vectors)
01 Most recently decoded enhancement | Most recent VOP in display order
VOP of the same layer. belonging to the reference layer.
10 Most recently decoded enhancement | Next VOP in display order belonging
VOP of the same layer. to the reference layer.
11 Most recently VOP in display order | Next VOP in display order belonging
belonging to the reference layer o the reference layer

7.9.1 Tenjporal scalability

Temporal jscalability involves two layers, a lower layer and an enhancement layer:Both the Ig

wer and the

enhancement layers process the same spatial resolution. The enhancement layer enhances the tempgral resolution

of the lowefr layer and if temporally remultiplexed with the lower layer provides full temporal rate.

7.9.1.1 Base layer and enhancement layer

In the casq of temporal scalability, the decoded VOPs of the enhancement{ayer are used to increase the frame rate

of the basq layer. Figure 7-33 shows a simplified diagram of the motioh compensation process for the
layer using|temporal scalability.

enhancement
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Figure 7-33 -- Simplified motion compensation process for temporal scalability

Predicted samples p[y][x] are\farmed either from frame stores of base layer or from frame stores of enhancement
layer. The difference data‘'samples fly][x] are added to p[y][X] to form the decoded samples d[y][X].

There are two types.oef enhancement structures indicated by the “enhancement_type” flag. When thHe value of
enhancement type is “1”, the enhancement layer increases the temporal resolution of a partial region ¢f the base
layer. When théwalue of enhancement_type is “0”, the enhancement layer increases the temporal resofution of an
entire region oOf thease tayer:

7.9.1.2 Base layer
The decoding process of the base layer is the same as non-scalable decoding process.
7.9.1.3 Enhancement layer

The VOP of the enhancement layer is decoded as either I-VOP, P-VOP or B-VOP. The shape of the VOP is either
rectangular (video_object_layer_id is “00”) or arbitrary (video_object_layer_id is “01").

7.9.1.3.1 Decoding of I-VOPs

The decoding process of I-VOPs in enhancement layer is the same as non-scalable decoding process.
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7.9.1.3.2 Decoding of P-VOPs
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The reference layer is indicated by ref _layer_id in Video Object Layer class. Other decoding process is the same as
non-scalable P-VOPs except the process specified in subclauses 7.9.1.3.4 and 7.9.1.3.5.

For P-VOPs, the ref _select_code is either “00”, “01” or “10".

When the value of ref_select_code is “00", the prediction reference is set by the most recently decoded VOP
belonging to the same layer.

When the value of ref_select_code is “01", the prediction reference is set by the previous VOP in display order
belonging to the reference layer.

When the L - is-10” der belonging
to the reference layer.

7.9.1.3.3 Decoding of B-VOPs

The reference layer is indicated by ref _layer_id in Video Object Layer class. Other decoding process i$ the same as
non-scalaljle B-VOPs except the process specified in subclauses 7.9.1.3.4 and 7.9.1.3.5.

For B-VOR

When the
VOP belon
belonging 1

When the
VOP belor
belonging 1

When the

s, the ref_select_code is either “01”, “10” or “11".

value of ref_select_code is “01”, the forward prediction referenee\is set by the most recg
ging to the same layer and the backward prediction referenceds.set by the previous VOP in
o the reference layer.

value of ref_select_code is “10”, the forward prediction reference is set by the most recsg
ging to the same layer, and the backward prediction‘reference is set by the next VOP in
o the reference layer.

value of ref_select_code is “11”, the forwardzprediction reference is set by the previous V|

order belomging to the reference layer and the backward prediction reference is set by the next VOP in

ntly decoded
display order

ntly decoded
display order

OP in display
display order

belonging {o the reference layer. The picture type-of the reference VOP shall be either | or P (vop_goding_type =
“00” or “017).
When the |value of ref_select_code is “01™or “10”, direct mode is not allowed. modb shall always [exist in each

macrobloc
79.1.34

Prediction
7.5.2.1.2).

For arbitra|
defined as
is rectangu

, .e. the macroblock is not.skipped even if the co-located macroblock is skipped.
Decoding of arbitrary shaped VOPs

for arbitrary shape_in P-VOPs or in B-VOPs is same as the one in the base layer (s

an all.opaque rectangle whose size is the same as the reference layer when the shape of re
lar,(video_object_layer_shape = “00").

pe subclause

ry shaped\VOPs with the value of enhancement_type being “1”, the shape of the refefence VOP is

ference layer

When the

alle o ref_select_code IS "11" and the value ol ennancement_type IS "1°, mModb Shall a

each macroblock, i.e. the macroblock is not skipped even if the co-located macroblock is skipped.

7.9.1.3.5 Decoding of backward and forward shape

ways exist in

Backward shape and forward shape are used in the background composition process specified in subclause 8.1.
The backward shape is the shape of the enhanced object at the next VOP in display order belonging to the
reference layer. The forward shape is the shape of the enhanced object at the previous VOP in display order
belonging to the reference layer.

For the VOPs with the value of enhancement type being “1”, backward shape is decoded when the
load_backward_shape is “1” and forward shape is decoded when load_forward_shape is “1".
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When the value of load_backward_shape is “1” and the value of load_forward_shape is “0”, the backward shape of
the previous VOP is copied to the forward shape for the current VOP. When the value of load_backward_shape is
“0”, the backward shape of the previous VOP is copied to the backward shape for the current VOP and the forward
shape of the previous VOP is copied to the forward shape for the current VOP.

The decoding process of backward and forward shape is the same as the decoding process for the shape of I-VOP
with binary only mode (video_object_layer_shape = “10").

7.9.2 Spatial scalability
7.9.2.1 Base Layer and Enhancement Layer

In the case of spatial scalability, the enhancement bitstream is used to increase the resolution of the image. When
the output withdower resolution is rnr1I||irnri1 nnly the base In\llnr is decoded. \When the ot itput with highnr resolution

is required, bpth the base layer and the enhancement layer are decoded.

Figure 7-34 ig a diagram of the video decoding process with spatial scalability.

i
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)
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Figure 7-34 -- Simplified motion compensation process for spatial scalability
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7.9.2.2 Decoding of Base Layer

The decoding process of the base layer is the same as nonscalable decoding process.

7.9.2.3 Prediction in the enhancement layer

A motion compensated temporal prediction is made from reference VOPs in the enhancement layer. In addition, a
spatial prediction is formed from the lower layer decoded frame (djowerlYl[X])- These predictions are selected

individually or combined to form the actual prediction.

In the enhancement layer, the forward prediction in P-VOP and the backward prediction in B-VOP are used as the
spatial prediction. The reference VOP is set to the temporally coincident VOP in the base layer. The forward
prediction in B-VOP is used as the temporal prediction from the enhancement layer VOP. The reference VOP is set
to the mostrecenty-decodedoP-ofthe-erhanrcementiayer—Hreinterpolatepredicton-B-vOP-+isthe combination

of these prgdictions.

In the case that a macroblock is not coded, either because the entire macroblock is skipped of the specific
macroblock is not coded there is no coefficient data. In this case fly][X] is zero, and the decoded sampl|es are simply
the predict{on, p[y][x].

7.9.2.4 Fgrmation of spatial prediction

Forming the spatial prediction requires definition of the spatial resampling process. The formation is|performed at
the mid-prpcessor. The resampling process is defined for a whole VOP, hewever, for decoding of a macroblock,
only the 16x16 region in the upsampled VOP, which corresponds to the position of this macroblock, is needed.

The spatia| prediction is made by resampling the lower layer reconstructed VOP to the same sampling grid as the
enhancement layer. In the first step, the lower layer VOP is¢subject to vertical resampling. Then,|the vertically
resampled|image is subject to horizontal resampling.

7.9.2.5 Vartical resampling

The imagg| subject to vertical resampling, d,,, [YI[X], is resampled to the enhancement layer verfical sampling

grid using [linear interpolation between the sample’ sites according to the following formula, where \ert_pic is the
resulting image:

veft_pic[yhl[X] = (16 - phase) * dii-, [y1][x] + phase * d,,, [Y2][X]

where
Yh = output sample coordinate in vert_pic
yl = (ypwvertical_sampling_factor_m) / vertical_sampling_factor_n
y2 =(yI'+1 ifyl<video_object_layer_height - 1

yl otherwise
(16 * (( yp, * vertical_sampling_factor_m) %

vertical_sampling_factor_n)) // vertical_sampling_factor_n

phase

where video.‘@bject_layer_height is the height of the reference VOL.

Samples which lie outside the vertically upsampled reconstructed frame which are required for upsampling are
obtained by border extension of the vertically upsampled reconstructed frame.

NOTE The calculation of phase assumes that the sample position in the enhancement layer at yh = 0 is spatially coincident
with the first sample position of the lower layer. It is recognised that this is an approximation for the chrominance component if
the chroma_format == 4:2:0.

7.9.2.6 Horizontal resampling

The image subject to horizontal resampling, vert _pict[y][X] , is resampled to the enhancement layer horizontal

sampling grid using linear interpolation between the sample sites according to the following formula, where hor_pic
is the resulting image:
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hor_pic[y][xh]

((16 - phase) * vert_pic[y][x1] + phase * vert_pic[y][x2]) // 256

where
xh = output sample coordinate in hor_pic
x1 = (xh * horizontal_sampling_factor_m) / horizontal_sampling_factor_n
X2 = x1+1 ifxl<video_object layer width -1
x1 otherwise
phase = (16 * (( xh * horizontal_sampling_factor_m) %

where video

horizontal_sampling_factor_n)) // horizontal_sampling_factor_n

object_layer_width is the width of the reference VOL.

© ISO/IEC

Samples which lie outside the lower layer reconstructed frame which are required for upsampling are obtained by
border extension of the lower layer reconstructed frame.

7.9.2.7 Sele

The spatial 4
spatial predig
prediction”. T
the spatial pr
the enhancen

pel_g
pel_g
pel_g

pel_pred_ten

ction and combination of spatial and temporal predictions
nd temporal predictions can be selected or combined to form the actual prediction in B

ne combination of these predictions can be used as “interpolate prediction”. In‘the case of P
bdiction (prediction from the reference layer) can be used as the forward prediction. The p
nent layer is defined in the following formulae.

(forward inBzVOP)
(forward in'P-VOP and backward in
(Interpolate in B-VOP)

red[y][x] = pel_pred_temp[y][X]
red[y][x] = pel_pred_spat[y][x] = hor_pict[y][X]
red[y][x] = (pel_pred_temp[y][x] + pel_pred_spat[y][x])//2

is used to denote the temporal prediction, (formed within the enhancem

pylx]

pel_pred_spdt[y][x] is used to denote the prediction formed from ‘the lower layer. pel_pred[y][x] is d

resulting pred

7.9.2.8 Decq

iction.

ding process of enhancement layer

The VOP in the enhancement layer is decoded as either\-VOP, P-VOP or B-VOP.

7.9.2.9 Decd
The decoding
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prediction, the
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 ref_select_code shiall'be “117, i.e., the prediction reference is set to the temporally coincid
r. The reference-layer is indicated by ref layer_id in VideoObjectLayer class. In the cast
b motion vector, shall be set to 0 at the decoding process and is not encoded in the bitstream|

ngth codeword giving information about the macroblock type and the coded block
is mchpe:"The codewords for mcbpc in the enhancement layer are the same as the base
e Bi7. mcbpc shall be included in coded macroblocks.

LVOP. The

tion is referred to as “backward prediction”, while the temporal prediction is referred to as “forward

FVOP, only
rediction in

B-VOP)

ent  layer).
enoted the

process of the I-VOP in the enhancement layer is the same as the non_scalable decoding process.

ent VOP in
b of spatial

pattern for
layer and

The macroblock Type gives mformation about the macroblock and which data elements are present.
types and included elements in the enhancement layer bitstream are listed in subclause B.1.1.

Viacroblock

In the case of the enhancement layer of spatial scalability, INTER4V shall not be used. The macroblock of INTER or
INTER+Q is encoded using the spatial prediction.

7.9.2.11 Decoding of B-VOPs

In B-VOP, the ref_select_code shall be “00”, i.e., the backward prediction reference is set to the temporally
coincident VOP in the base layer, and the forward prediction reference is set to the most recently decoded VOP in
the enhancement layer. In the case of spatial prediction, the motion vector shall be set to 0 at the decoding process
and is not encoded in the bitstream.
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modb shall be present in coded macroblocks belonging to B-VOPs. The codeword is the same as the base layer
and is shown in Table B-3. In case mb_type does not exist the default shall be set to "Forward MC" (prediction from
the last decoded VOP in the same reference layer). modb shall be encoded in all macroblocks. If its value is equal to
‘1’, further information is not transmitted for this macroblock. The decoder treats the prediction of this macroblock as
forward MC with motion vector equal to zero.

mb_type is present only in coded macroblocks belonging to B-VOPs. The mb_type gives information about the
macroblock and which data elements are present. mb_type and included elements in the enhancement layer
bitstream are listed in Table B-5.

In the case of the enhancement layer of spatial scalability, direct mode shall not be used. The decoding process of
the forward motion vectors are the same as the base layer.

7.10 Stl” CAIU|cubjcut dcuudillg

The block gliagram of the decoder is shown in Figure 7-35.

DC subband Inverse Inverse
Prediction Quantization
Output
Coded Data Arithmetic L Inverse P
Decoding DWT >
ZeroTree Inverse
AC subbands Decoding Quantization

Figure 7-35 -- Block diagrant of the decoder

The basic modules of a zero-tree wavelet based decoding scheme are as follows:

1. Arithmetic decoding of the DC subband using a predictive scheme.

2. Arithmetic decoding of the bitstream into quantized wavelet coefficients and the significance map for AC
subbands.

3. Zerp-tree decoding of the higher subbandiwavelet coefficients.

4. Invérse quantization of the wavelet coefficients.

5. Cornposition of the texture using inverse discrete wavelet transform (IDWT).

7.10.1 Defoding of the DC subband

The wavelgt coefficients of DG.band are decoded independently from the other bands. First the quantization step
size decoded, then the magnitude of the minimum value of the differential quantization indices “barjd_offset” and
the maximum value of the-differential quantization indices “band_max_value” are decoded from bjtstream. The
parameter [‘band_offset*~is negative or zero integer and the parameter “band_max” is a positive integer, so only the
magnitude|of these patameters are read from the bitstream.

The arithmetic{ model is initialized with a uniform distribution of band_max_value-band_offset+{l. Then, the
differential |quantization indices are decoded using the arithmetic decoder in a raster scan order, stafting from the
upper left indexandending with the fowest Tight one. The modet 75 updatet with the decoding of each bits of the
predicted wavelet quantization index to adopt the probability model to the statistics of DC band.

The “band_offset” is added to all the decoded quantization indices, and an inverse predictive scheme is applied.
Each of the current indices w, is predicted from three quantization indices in its neighborhood, i.e. w,, w,, and w,
(see Figure 7-36), and the predicted value is added to the current decoded coefficient. That is,

if (IV\,/\A-WBI) < I WB-WC|)

Wx = Wc
else

Wx = Wa
W, = W, + Wk
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If any of nodes A, B or C is not in the image, its value is set to zero for the purpose of the inverse prediction. Finally,
the inverse quantization scheme is applied to all decoded values to obtain the wavelet coefficients of DC band.

. 4 yanY
A\ A\ % V
. Fan) FanY
A\ A\ V
. Fan) FanY
A\ A\ V

Figure /-50 -- DPCNM decoding or DC Dana coerticients

7.10.2 ZeroTree Decoding of the Higher Bands

The zero-treq algorithm is based on the strong correlation between the amplitudes of the wavelet coefficig¢nts across
scales, and oh the idea of partial ordering of the coefficients. The coefficient at the coarse scale is called the parent,
and all coefficients at the same spatial location, and of similar orientation, at the next finer’scale are that parent’s
children. Figyre 7-37 shows a wavelet tree where the parents and the children are’indicated by squares and
connected by lines. Since the DC subband (shown at the upper left in Figure 7-37) is coded separatgely using a
DPCM schenje, the wavelet trees start from the adjacent higher bands.

Figure 7-37 -- Parent-child relationship of wavelet coefficients

In transform-based cading, it is typically true that a large percentage of the transform coefficients are guantized to
zero. A substantial number of bits must be spent either encoding these zero-valued quantized coefficients, or else
encoding the [location of the non-zero-valued quantized coefficients. ZeroTree Coding uses a data structyre called a
zerotree, builf enthe parent-child relationships described above, and used for encoding the location ¢f non-zero
guantized wavelet coefficients. The zerotree structure takes advantage of the principle that if a wavelet coefficient at
a coarse scale is “insignificant” (quantized to zero), then all wavelet coefficients of the same orientation at the same
spatial location at finer wavelet scales are also likely to be “insignificant”. Zerotrees exist at any tree node where the
coefficient is zero and all its descendents are also zero.

The wavelet trees are efficiently represented and coded by scanning each tree from the root in the 3 lowest AC
bands through the children, and assigning one of four symbols to each node encountered: zerotree root (ZTR),
value zerotree root (VZTR), isolated zero (1Z) or value (VAL). A ZTR denotes a coefficient that is the root of a
zerotree. Zerotrees do not need to be scanned further because it is known that all coefficients in such a tree have
amplitude zero. A VZTR is a node where the coefficient has a nonzero amplitude, and all four children are zerotree
roots. The scan of this tree can stop at this symbol. An IZ identifies a coefficient with amplitude zero, but also with
some nonzero descendant. A VAL symbol identifies a coefficient with amplitude nonzero, and with some nonzero
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descendant. The symbols and quantized coefficients are losslessly encoded using an adaptive arithmetic coder.
Table 7-15 shows the mapping of indices of the arithmetic decoding model into the zerotree symbols:

Table 7-15 -- The indexing of zerotree symbols

index Symbol
0 Iz

1 VAL

2 ZTR

3 VZTR

In order to] achieve a wide range of scalability levels efficiently as needed by different applications, three different
zerotree s¢anning and associated inverse quantization methods are employed. The encodinhg,‘mode (s speficied in
bitstream With quantization_type field as one of 1) single_quant, 2) multi_quant or 3) bileyvel~guant:

Table 7-16 -- The quantization types

code quantization_type
01 single_quant

10 multi _quant

11 bilevel_quant

In single_duant mode, the bitstream contains only one izero-tree map for the wavelet coefficients. After arithmetic
decoding, the inverse quantization is applied to obtain*the reconstructed wavelet coefficients and af the end, the
inverse wapelet transform is applied to those coefficients.

In multi_gdant mode, a multiscale zerotree decoding scheme is employed. Figure 7-38 shows the cpncept of this
technique.

Z erotree Inverse

| erse o
Decoding Quantization T
L|Buffer !

Figure 7-38 -- Multiscale zerotree decoding

The wavelet-coefficients of the first Qpnfial (andlnr QI\ID) Inyor are read from the bitstream and decoded using the
arithmetic decoder. Zerotree scanning is used for decoding the significant maps and quantized coefficients and
locating them in their corresponding positions in trees.. These values are saved in the buffer to be used for
guantization refinement at the next scalability layer. Then, an inverse quantization is applied to these indices to
obtain the quantized wavelet coefficients. An inverse wavelet transform can also be applied to these coefficients to
obtain the first decoded image. The above procedure is applied for the next spatial/SNR layers.

The bilevel_gquant mode enables fine granular SNR scalability by encoding the wavelet coefficients in a bitplane by
bitplane fashion. This mode uses the same zerotree symbols as the multi_quant mode. In this mode, a zero-tree
map is decoded for each bitplane, indicating which wavelet coefficients are nonzero relative to that bitplane. The
inverse quantization is also performed bitplane by bitplane. After the zero-tree map, additional bits are decoded to
refine the accuracy of the previously decoded coefficients.
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7.10.2.1 Zerotree Scanning

In all the three quantization modes, the wavelet coefficients are scanned either in the tree-depth fashion or in the
band-by-band fashion. In the tree-depth scanning order all coefficients of each tree are decoded before starting
decoding of the next tree. In the band-by-band scanning order, all coefficients are decoded from the lowest to the
highest frequency subbands.

Figure 7-39 shows the scanning order for a 16x16 image, with 3 levels of decomposition. In this figure, the indices
0,1,2,3 represent the DC band coefficients which are decoded separately. The remaining coefficients are decoded
in the order shown in this figure. As an example, indices 4,5,..., 24 represent one tree. At first, coefficients in this tree
are decoded starting from index 4 and ending at index 24. Then, the coefficients in the second tree are decoded
starting from index 25 and ending at 45. The third tree is decoded starting from index 46 and ending at index 66 and
so on.

0 1 4 67 5 6 68 69 9 10 13 14 72 73 76 77
2 3] 130 193 7 8 70 71 11 12 15 16 74 75 78 79

25 88 46 109 131 132 194 195 17 18 21 22 80 81 84 85
151 214 172 235 133 134 196 197 19 20 23 24 82 83 86 87

26 27 89 90 a7 48 110 111| 135 136 139 140 198 199 (202 203
28 29 91 92 49 50 112 113 137 138 144,142 200 201 [204 205
152 153 215 216| 173 174 236 237| 143 144 ,~\147 148 206 207 (210 211
154 155 217 218 175 176 238 239| 145 146~ 149 150 208 209 (212 213

30 31 34 35 93 94 97 98 51 52 55 56 114 115 |118 119
32 33 36 37 95 96 99 100 53 54 57 58 116 117 |120 121
38 39 42 43 101 102 105 106 59 60 63 64 122 123 |126 127
40 41 44 45 103 104 107 108 61 62 65 66 124 125 |128 129
156 157 160 161 219 220 223%\" 224| 177 178 181 182 240 241 (244 245
158 159| 162 163 221 222+ 225 226| 179 180 183 184 242 243 (246 247
164 165 168 169 227 (2228 231 232 185 186 189 190 248 249 (252 253
166 167 170 171 229\ ‘230 233 234 187 188 191 192 250 251 (254 255

Figure 7-39 -- Tree depth scanning order of a wavelet block in the all three modes

Figure 7-40 shows that th&wwavelet coefficients are scanned in the subband by subband fashion, from the lowest to
the highest frequency subbands. This figure shows an example of decoding order for a 16x16 image with 3 levels of
decompositiop for thexsubband by subband scanning. The DC band is located at upper left corner (with ipdices 0, 1,
2, 3) and is decoded separately as described in DC band decoding. The remaining coefficients are decpded in the
order which issshown in the figure, starting from index 4 and ending at index 255. In multi_quant mqde, at first
scalability layer, the zerofree symbols and the corresponding values are decoded for the wavelet coefficients of that
scalability layer. For the next scalability layers, the zerotree map is updated along with the corresponding value
refinements. In each scalability layer, a new zerotree symbol is decoded for a coefficient only if it was decoded as
ZTR or IZ in previous scalability layer or it is currently in SKIP mode. A node is said to be in SKIP mode when the
number of quantization refinement levels for the current scalability layer is one. The detailed description of the
refinement of quantization level is found in subclause 7.10.3. If the coefficient was decoded as VAL in previous layer
and it is not currently in SKIP mode, a VAL symbol is also assigned to it at the current layer and only its refinement
value is decoded from bitstream.
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0 1 4 7 16 17 28 29 64 65 68 69 112 113 116 117
2 3 10 13 18 19 30 31 66 67 70 71 114 115 118 119
5 8 6 9 40 41 52 53 72 73 76 77 120 121 124 125
11 14 12 15 42 43 54 55 74 75 78 79 122 123 126 127
20 21 32 33 24 25 36 37| 160 161 164 165 208 209 212 213
22 23 34 35 26 27 38 39| 162 163 166 167 210 211 214 215
44 45 56 57 48 49 60 61| 168 169 172 173 216 217 220 221
46 47 58 59 50 51 62 63| 170 171 174 175 218 219 222 223
80 B1 84 85 128 129 132 133 96 97 100 101 144 145| 148 149
82 B3 86 87 130 131 134 135 98 99 102 103 146 ,~147| 150 151
88 B9 92 93 136 137 140 141| 104 105 108 109 152 153| 156 157
90 D1 94 95 138 139 142 143| 106 107 110 111 154 155 158 159
176 1y7 180 181 224 225 228 229| 192 193 196 _ 197 240 241| 244 245
178 1y9 182 183 226 227 230 231| 194 195 198¢, 199 242 243| 246 247
184 185 188 189 232 233 236 237| 200 201 ~'204 205 248 249| 252 253
186 187 190 191 234 235 238 239| 202 203 206 207 250 251| 254 255
Figure 7-40 -- The band-by-band scanning order for all three modes
In bilevel_quant mode, the band by band scanning is also employed, similar to the multi_quant mode. When bi-level
quantization is applied, the coefficients that are alreadyfeund significant are replaced with zero symbols for the
purpose of|zero-tree forming in later scans.
7.10.2.2 Hntropy Decoding
The zero-tfee (or type) symbols, quantized coefficient values (magnitude and sign), and residual vplues (for the
multi quant mode) are all decoded usingvan adaptive arithmetic decoder with a given symbol glphabet. The
arithmetic flecoder adaptively tracks the-statistics of the zerotree symbols and decoded values. For bpth the single
guant and [multi quant modes the arithimetic decoder is initialized at the beginning of each color loog for band-by-
band scanhing and at the beginning of the tree-block loop for tree-depth scanning. In order to avgid start code
emulation, [the arithmetic encoder™ always starts with stuffing one bit ‘1’ at the beginning of the entropy encoding. It
also stuffs pne bit ‘1’ immediately after it encodes every 22 successive ‘0’s. It stuffs one bit ‘1’ to the enf of bitstream
in the casq in which the last-output bit of arithmetic encoder is ‘0’. Thus, the arithmetic decoder reads| and discards
one bit befpre starts entropy decoding. During the decoding, it also reads and discards one bit after rgceiving every
22 succesgive ‘0's. The arithmetic decoder reads one bit and discards it if the last input bit to the arithietic decoder
is ‘0.
The context'models used for SQ and MQ are identical to the ones used in BQ mode.

For both scanning orders in the single quant and mulii_quant modes separaie probability models are kept for each
color and wavelet decomposition layer for the type and sign symbols while separate probability models are kept for
each color, wavelet decomposition layer, and bitplane for the magnitude and residual symbols. All the models are

initialized with a uniform probability distribution.

The models and symbol sets for the non-zerotree type quantities to be decoded are as follows:

Model Possible Values

Sign POSITIVE (0), NEGATIVE (1)
Magnitude 0,1

Residual 0,1
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The possible values of the magnitudes and residuals are only 0 or 1 because each bitplane is being decoded
separately. The non-residual values are decoded in two steps. First, the absolute value is decoded in a bitplane

fashion using

the magnitude probability models, then its sign is decoded.

For the decoding of the type symbols different probability models are kept for the leaf and non-leaf coefficients. For
the multi guant mode, context modeling, based on the zerotree type of the coefficient in the previous scalability

layer, is used

Context and Leaf/Non-Leaf

INIT
ZTR

ZTR DESCENDENT

1z

. The different zerotree type models and their possible values are as follows:

Possible Values
ZTR (2), 1Z (0), VZTR (3), VAL (1)
ZTR (2), 1Z (0), VZTR (3), VAL (1)
ZTR (2), 1Z (0), VZTR (3), VAL (1)
1Z (0), VAL (1)

LEAF INIT
LEAF ZTH
LEAF ZTH

For the single
scalability lay
use the conte
coefficients a
LEAF INIT co
VZTR or VAL
done for the ¢
refinements 4
If a node is in
node and its

States in Pre
ZTR

VZTR

1Z

VAL

DZTR

For the bi-lev|
coefficients al
decoder are |
models are u

previous bitpl
coefficient:

ZTRT(O), VZTR(Y)
ZTR (0), VZTR (1)
DESCENDENT ZTR (0), VZTR (1)

quant mode only the INIT and LEAF INIT models are used. For the multi quant-mode for th
er only the INIT and LEAF INIT models are used. Subsequent scalability layersin’the multi d
Xt associated with the type. If a new spatial layer is added then the contexts,of all previous I

ntext. The residual models are used to decode the coefficient refinements if in the previous |
symbol was assigned. If a node is currently not in SKIP mode (meaning that no refinement

re decoded as these values are always zero or positive integers:
SKIP mode, then its new zerotree symbol is decoded from-bitstream, but no value is decodg
alue in the current scalability layer is assumed to be zefo.

-1Z: the prev

ous zerotree Q\J/mhnl is Ilsolated Zera

b first
uant mode
baf band

e switched to the corresponding non-leaf contexts. The coefficients in the newly added bangs use the

ayer, a
is being

oefficient — see subclause 7.10.3 on inverse quantization for details) only the magnitude of the

pd for the

ious Bitplane Possibilities in current-bitplane

ZTR, VZTR, IZ, VAL

SKIP

1Z, VAL

SKIP

ZTR,VTRZ, 1Z, VAL
b| quantization mode,‘the zero-tree map is decoded for each bitplane, indicating which wavejet
e zeros relative(toythe current quantization step size. Different probability models for the arithmetic
sed and updated according to the local contexts. For decoding the zerotree symbols, five cqntext
bed, which<are dependent on the status of the current wavelet coefficients in the zerotree formed in the
hne decoding. Specifically, the five models correspond to the following contexts of the currept wavelet

- VAL: the previous zerotree symbol is Value.
- ZTR: the previous zerotree symbol is Zerotree Root.

- VZTR: the p

revious zerotree symbol is valued zerotree root.

. DZTR: in previous bitplane, the current coefficient is a descendant of a zerotree root

The additional symbol DZTR is used for switching the models only, where DZTR refers to the descendant of a ZTR
symbol. The context symbols DZTR can be inferred from the decoding process and are not included in the
bitstream. They are used for switching the models only. At the beginning of the decoding the first bitplane, the
contexts of the coefficients are initialized to be DZ. For the highest subband, only 1Z and VAL are possible (no ZTR
and VZTR are possible). Therefore, we initialize the arithmetic model for the last band differently (with zero
probablility for ZTR and VZTR symbols).
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For decoding the sign information, another context model (the sign model) is used and updated. For decoding the
refinement bits, another statistical model (the refinement model) is used.

Each decomposition levels have their own separate arithmetic models. Therefore, the above decoding process
applies to each decomposition levels. All models are initialized at the beginning of coding each bitplane.

After the zero-tree map, additional bits are received to refine the accuracy of the coefficients that are already
marked significant by previously received information at the decoder. For each significant coefficient, the 1-bit bi-

level quantized refinement values are entropy coded using the arithmetic coder.

7.10.3 Inverse Quantization

Different quantization step sizes (one for each color component) are specified for each level of scalability. The

quan“zer cf tha DC hand ic o unifarm mid.ctan aiiantizar with o daad zana aaiial ta tha airiantization o
e oBahatS—a- e - He-Ste p-HguahitLe - Wi-a-aeat—~46h Har—to-tHe-gquahittation

ep size. The

qguantization index is a signed integer number and the quantization reconstructed value is obtairjed using the
following epuation:
V=id * Qdc,
where V is|the reconstructed value, id is the decoded index and Qdc is the quantization\step size.
All the quahtizers of the higher bands (in all quantization modes) are uniform mid-step quantizer with g dead zone 2
times the dquantization step size. For the single quantization mode, the quantization index is an signedl integer. The
reconstructed value is obtained using the following algorithm:
if (id == 0)
V =0;
elseif (id>0)
V = id*Q+Q/2;
else
V =id*Q-Q/2;

where V is

the reconstructed value, id is the decoded index and Q is the quantization step size.

In the mulfi-quantization mode each SNR Jayer within each spatial layer has an associated quantiza

value (Q V
accurate re

If a coeffig
continued

the coeffici
having a

guantizatio
all SNR lay
to higher n

EXAMPL

alue). These different Q Values are used for SNR scalability. A lower Q Value will res
construction.

ent is in a given spatial layer it is also in all higher numbered spatial layers. SNR scalg
bn these coefficients\in'the higher numbered spatial layers in the same way as is done in th
ent first arises i, Thus, we can think of all the coefficients which first arise in a particular s
orrespondingsequence of Q Values (call it a Q Sequence). The Q Sequence is ma|
n values far’all SNR layers in the spatial layer the coefficient first arises in plus the quantizg
ers in all higher spatial layers. The order is from lower to higher numbered spatial layers a
Limbered SNR layers within each spatial layer.

tion step-size
it in a more

bility may be
b spatial layer
batial layer as
de up of the
tion values in
nd from lower

Let the quantization value of the i-th spatial layer and the j-th SNR layer be denoted by Q(i,j). Assume we have the
following scenario:

Spatial SNR Layer

Layer 0 1 2 .
0 Q(0,0) Q(0,1) Q(0,2)
1 Q(1,0) Q(1,1) Q(1,2)
2 Q(2,0) Q(2,1) Q(2.2)

The Q Sequence which will be used to quantize all coefficients which first arise in spatial layer O is:

<Q(0,0) Q(0,1) Q(0.2) Q(1,0) Q(1,1) Q(1.2) Q(2,0) Q(2.1) Q(2,2)>
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while the sequence for all coefficients first arising in spatial layer 1 is:

<Q(1

0) Q(1.1) Q(1,2) Q(2,0) Q(2,1) Q(2,2)>

and the sequence for all coefficients first arising in spatial layer 2:

<Q(2

0) Q(2,1) Q(2,2)>.

© ISO/IEC

As in the single-quantization case we would like to have a uniform quantizer for all layers. Due to the manner in
which the Q Values are used to achieve scalability (described below), in order to have a (approximately) uniform
guantizer at each layer, we may have to revise the Q Values extracted from the bitstream before reconstruction.
This revision is necessary if the Q Values within each Q Sequence are not integer multiples of one another or if Q
Value is greater than a Q Value occurring earlier in the Q Sequence.

EXAMPLES
Q Sequences
Q Sequences

If a coefficien
first scalabilit
difference is

refinement p
previous scal
are then callg
coefficient oc
in (and thus,

(4) the refinm

The reconstru

Step 1: Calc

needing no revision: <24 8 2> and <81 81 27>.
needing revision: <31 9 2> (non-integer multiples) and <81 162 4> (increasing.Q Value).

I's quantization indices have been zero for all previous scalability layers (spatial and SNR) d

r if it is the

y layer, then the reconstruction is the similar to the single-quantization mode described

ocess is described below in steps 1 and 2. If there has beerma non-zero quantization
hbility layer then the quantization index specifies a refinement ©fithe previous quantization.
d residuals. For every coefficient and scalability layer we know (1) the quantization interva
curred in the last scalability layer (both size and location), (2) the spatial layer the coefficien
vhich Q Sequence to use), (3) the current Q Value and the previous Q Value in the Q Seq
ent (if any) of the previous Q Value.

ction of the residual is calculated in the followingfive steps.

Ilation of the Number of Refinement Intéervals

The quantiz
number of t

ion interval which was indexed in.the previous layer is to be partitioned into disjoint intg
se "refinement" intervals is calculated based solely on the current Q Value (call it cur

previous Q Malue (call it prevQ). Note thatprevQ may have been revised as mentioned above. Lettin
number of refinement intervals we calculate

m=

OUND(prevQ-+curQ)

where ROUND(x) = MAX(nearest integer of x, 1)).

If m =1, no r¢finement is néeded and no value will have been sent. If, at a certain scalability layer, a nog
then it is said|to be in SKIP-mode. Thus, steps 2, 3, and 4 need not be performed for the coefficient.

Step 2: Calctyilatioficof the Maximum Refinement Interval Size

bove. The

in that the refined Q Values may be used instead of the ones.extracted from the bitsTream. The

index in a
he indices
where the
first arose
Lience, and

ervals. The
D) and the
) m be the

e has m=1

Using the number of refinement intervals, the current Q Value, curQ, is revised (if necessary).

curQ

= CEIL(prevQ +m)

where CEIL rounds up to the nearest integer.

curQ represents the maximum size of the intervals in the partition. Since prevQ is the previous layer's curQ (see
step 5), we see that prevQ represents the maximum size of the intervals in the partition used in the previous
scalability layer.

Step 3: Construction of Refinement Partition

Using the values m and curQ calculated above and the size of quantization interval where the coefficient occurred in
the last scalability layer, we form the refinement partition.
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The previous layer's quantization interval is partitioned into m intervals which are of size curQ or curQ-1. The
residual will be one of the values {0, 1, ..., m-1} which represent an index into this partition. A lower number index
corresponds to an interval in the partition covering lower magnitude values. If the partition is made up of different
size intervals (curQ and curQ-1) then the curQ size intervals correspond to the lower indices. Some combination of
m curQ and curQ-1 interval sizes are sufficient to cover the previous quantization interval. From step 2 we know that
the previous quantization interval is of size prevQ or prevQ-1.

Step 4: Calculation of Reconstructed Value

The interval in the partition indexed by the residual is mapped to the reconstruction value. The reconstruction is just
the middle point of the interval in the partition that the residual indexes. That is, if PartStart is the start of the interval
in the partition which is indexed by the residual, PartStartSize is the size of the interval, sign is the corresponding
sign (known from prior scalability layers), and // is integer division then the reconstructed value is:

PartStart + sign*(PartStartSize-1)//2
Step 5: Agsignment of Maximum Size
If there is gnother scalability layer then prevQ is assigned the value of curQ.

Note that gince steps 1, 2, and 5 depend entirely on the Q Values found in the Q Sequences they orlly need to be
done oncelin each scalability layer for each Q Sequence being used in the current spatial layer.

FOUR EXAMPLES
In the examples:

1. let the Q Values be Q1, Q2, and Q3,

2. let two sample coefficients to be quantized be G¥ and C2,

3. let Cql and Cq2 denote the corresponding quantized coefficients or residuals, and
4. let iC1 and iC2 denote the corresponding reconstructed coefficient values.

PobE

1. Q Valugs not in need of revision

Q1=24,0Q2=8,Q3=2,
C1 =16, and C2 = 28.

At first scalability layer we have

Cql=C1/Q1=0

iCgl=0
CCIZ =C2/Q1=1

iCg2 =35

At second pcalability layer we have

prevQ =Q1 =24

cufQ="0Q2=28

m = ROUND(prevQ-+curQ) = ROUND(24+8) = 3
curQ = CEIL(prevQ+m) = CEIL(24+3) =8
partition sizes = {8, 8, 8}

Cgl=C1l/curQ =2

iCql =19
Cqg2 = 0 (residual)
iCq2 =27

At third scalability layer we have
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prevQ =curQ =8

curQ=Q3=2

m = ROUND(prevQ-+curQ) = ROUND(8+2) = 4
curQ = CEIL(prevQ+m) = CEIL(8+2) = 4
partition sizes ={2, 2, 2, 2}

Cql =0 (residual)

iCql =16

Cg2 = 2 (residual)

iCg2 =28

2. Q Values not in need of revision

Q1=81,Q2=81,Q3=27,
Cl =15 andC2=28:

At first scalability layer we have

Cql$C1/Ql=1
iCql 121
Cq2#C2/Q1=0
iCq2[ 0

At second sclability layer we have

prevQ = Q1 =81

curQl=Q2 =281

m = ROUND(prevQ-+curQ) =ROUND(81+81) = 1
curQ|= CEIL(prevQ+m) = CEIL(81+1) = 81
partitjon sizes = {81} (no refinement needed)
Cql § 0 (residual)

iCqlf 121

Cg2 ¥ C2/curQ =0

iCq2F 0

At third scalability layer we have

prevQ = curQ =81

curQ|= Q3 =27

m = ROUND(prevQ-+curQ) = ROUND(81+27) = 3
curQ|= CEIL(prevQ+m) =CEIL(81+3) = 27
partitjon sizes = {27, 27 2/}

Cql § 1 (residual)

iCqlf 121

Cqg2 § C2/cur@Q-=1

iCq2F 40

3. Q Values T need of revision

Q1=31,Q2=9,Q3=2,
C1=115,and C2 =5.

At first scalability layer we have
Cql=C1/Q1=3
iCql =108
Cg2=C2/Q1=0
iCg2=0

At second scalability layer we have
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prevQ = Q1 =31
curQ=Q2=9

m

= ROUND(prevQ-curQ) = ROUND(31+9) =3

curQ = CEIL(prevQ+m) = CEIL(31+3) = 11

pa

rtition sizes = {11, 10, 10}

Cql = 2 (residual)
iCql =118
Cg2=C2/curQ =0
iCg2=0

At third scalability layer we have

prevQ = curQ =11

ISO/IEC 14496-2:1999(E)

cu@=Q3=2
m F ROUND(prevQ-+curQ) = ROUND(11+2) = 6
cufQ = CElIL(prevQ+m) = CEIL(11+6) =2

pa
pa
Cq
iC

4. Q Value

1 =0 (residual)

2=4

iCql=114
C({Z =C2/curQ =2

s in need of revision

Q1
C1

At first sca

Cq

=81, Q2 =162, Q3 =4,
=115,and C2 =5.

ability layer we have

1=C1/Q1=1

iC

At second

prg
Cu
m

Cu
pa

icql = 121
c{z =C2/Q1=0

2=0
scalability layer we have

bvQ = Q1 =81

Q=Q2=162

= ROUND(prevQ-+curQ) = ROUND(81+162) = 1
Q = CEIL(prevQ+t) = CEIL(81+1) =81

tition sizes = {81}(no refinement needed)

Cq
iC

1 =0 (not used)
1=121

Cd2 = C2/eurQ = 0 (not used)
iCg2 =0

tition sizes = {2, 2, 2, 2, 2,1} if value occurs in level with size 11
tition sizes = {2, 2, 2, 2, 1, 1} if value occurs in level with size 10

At third scatatitity tayer wetrave

prevQ = curQ =81

curQ=Q3=4

m = ROUND(prevQ-+curQ) = ROUND(81+4) = 20
curQ = CEIL(prevQ+m) = CEIL(81+20) =5

partition sizes ={5,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4}

Cql = 8 (residual)
iCql =121
Cg2=C2/curQ=1
iCg2=6
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It is important to note that coefficients which first arose in different spatial layers may use different prevQ and curQ
values. They are basically being quantized from different lists. That is, they have different corresponding Q
Sequences.

7.10.3.1 Shape adaptive zerotree decoding

When the texture_object_layer_shape is not rectangular or texture_object_layer_width!=
integerx"aeedecompositonlevel o texture_object_layer_height!= integer+2"ece-iecomresiiontee " he jnverse shape adaptve
wavelet transform is chosen to reconstructed the arbitrary-shaped image object or rectangular texture object.
Decoding shape adaptive wavelet coefficients is the same as decoding regular wavelet coefficients except keep
track of the locations of where to put the decoded wavelet coefficients according to the shape information. or a
generated mask. The mask is generated with texture_object_layer_width*texture_object_layer_height pixels of

value 255 at the upper-left corner of a frame of size w2"*-eeomrestonevelx pupraviedecomesion 2l and the rest of the pixels

belng Value - H H t wavelet_decomposition_level — H — — |dth and h

is the smallegt integer that makes h*2"e-decomestonteel s, taxture_object_layer_height. Similar to decoding of regular

wavelet coeff|cients, the decoded zerotree symbols at a lower subband are used to determine whéther flecoding is

needed at higher subbands. The difference is now that some zerotree nodes correspond te the pix¢l locations

outside the slhape boundary and no bits are to be decoded for these out_nodes. Root layer s defined aq the lowest

three AC sullbands, leaf layer is defined as the highest three AC subbands. For decomposition level pf one, the

overlapped rqot layer and leaf laver shall be treated as leaf layer.

7.10.3.1.1 D[ layer

The DC coefflcient decoding is the same as that for rectangular image exceptthe following,

1. Only thoge DC coefficients inside the shape boundary in the DC layershall be traversed and decoded and DC
coefficients outside the shape boundary may be set to zeros.

2. For the irfverse DC prediction in the DC layer, if a reference coéfficient (A, B, C in Fig. (DC prediction|figure)) in
the predi¢tion context is outside the shape boundary, zero shafl be used to form the prediction syntax

7.10.3.1.2 Rpot layer

At the root layer (the lowest 3 AC bands), the shape information is examined for every node to determing whether a

node is an out_node.

If it is an out_hode,

e no bits are decoded for this node;

« the four ghildren nodes of this node.are marked “to_be_decoded” (TBD);

otherwise,

- azerotre¢ symbol is decoded for this node using an adaptive arithmetic decoder.

If the decodegl symbol fanthe node is either isolated_zero (1Z) or value (VAL),

e the four dhildren nodes of this node are marked TBD;

otherwise,

- the symbpl s either zerotree_root (ZTR) or valued_zerotree_root (VZTR) and the four children nodes|of this
node are [marked “no_code” (NC).

If the symbol is VAL or VZTR,

otherwise,

a non-zero wavelet coefficient is decoded for this node by root model;

the symbol is either 1Z or ZTR and the wavelet coefficient is set to zero for this node.

7.10.3.1.3 Between root and leaf layer

At any layer between the root layer and the leaf layer, the shape information is examined for every node to

determine wh

If it is an out_
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* no bits are decoded for this node;
< the four children nodes of this node are marked as either TBD or NC depending on whether this node itself is
marked TBD or NC respectively;

otherwise, if it is marked NC,

* no bits are decoded for this node;

* the wavelet coefficient is set to zero for this node;

* the four children nodes are marked NC;

otherwise,

e azerotree symbol is decoded for this node using an adaptive arithmetic decoder.

If the decogded-symbelferthe-roede-is-eitherise latad zara (171 ol (/A
rpwav | J]IIIUUI IUI uaunre IIUub IO \rlll LAY} IOUIML\/U l_\,IU \Il_} UI \Iulu\, \vl_\l_/

« the four children nodes of this node are marked TBD;

otherwise,

= the symbol is either zerotree_root (ZTR) or valued_zerotree_root (VZTR) and the fourysnodes of thig node are
marked “no_code” (NC).

If the symbol is VAL or VZTR,

e anon-rero wavelet coefficient is decoded for this node by valnz model;
otherwise,
- the symbol is either IZ or ZTR and the wavelet coefficient is get‘to zero for this node.
7.10.3.1.4 | Leaf layer

At the leaf Jayer, the shape information is examined for_every node to determine whether a node is an gut_node.
If it is an olyit_node,

« no bits|are decoded for this node;
otherwise, f it is marked NC,

* no bits|are decoded for this node;
* the walelet coefficient is set-to zero for this node;

otherwise,
 *awgvelet coefficient is decoded for this node by valz adaptive arithmetic model;

7.10.3.2 $hapge decomposition

The shapelirfermationforboth-shape-adaptive zerotree-decedingand-the-inverse-shape-adaptve-wavelet transform
is obtained by decomposing the reconstructed shape from the shape decoder. Assuming binary shape with 0 or 1
indicating a pixel being outside or inside the arbitrarily shaped object, the shape decomposition procedure can be
described as follows:

1. For each horizontal line, collect all even-indexed shape pixels together as the shape information for the
horizontal low-pass band and collect all odd-indexed shape pixels together as the shape information for the
horizontal high-pass band, except for the special case where the number of consecutive 1's is one.

2. For anisolated 1 in a horizontal line, whether at an even-indexed location or at an odd-indexed location, it is
always put together with the shape pixels for the low-pass band and a 0 is put at the corresponding position
together with the shape pixels for the high-pass band.

3. Perform the above operations for each vertical line after finishing all horizontal lines.

4. Use the above operations to decompose the shape pixels for the horizontal and vertical low-pass band further
until the number of decomposition levels is reached.
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7.11 Mesh object decoding
An overview of the decoding process is show in Figure 7-41.
ax,
dy,
Mesh
Geomdry X,
Deooding Y,
Cood t, Deooded
Dda Vaigddle v Mesh
Decoding
Mesh Mesh
Moation Data
Decoding Memory
e(n
o, 1

Variable leng
data. Node p
the node poi
Mesh geome
mesh from th
data and app

The reconstr

Figure 7-41 -- Simplified 2D Mesh Object Decoding Rrocess

th decoding takes the coded data and decodes either node point location data or node p
pint location data is denoted by dx, dy, and node point motion-data is denoted by ex, ey,,
t index (n =0, ..., N-1). Next, either mesh geometry decoding or mesh motion decoding

P node point locations. Mesh motion decoding computes the node point motion vectors from

cted mesh is stored in the mesh data memory, So that it may be used by the motion decodi

Dint motion
where n is
is applied.

iry decoding computes the node point locations from the location data and reconstructs & triangular

the motion

ies these motion vectors to the node points of thesprevious mesh to reconstruct the current mesh.

ng process

for the next mesh. Mesh data consists of node point locations (x,, y.) and triangles t_, where m is the trigngle index
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7.11.1 Mesh
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1) and each triangle t_ contains a triplet.si, j, k> which stores the indices of the node point
ces of that triangle.

hether the data that follows specifies the initial geometry of a new dynamic mesh, or that
the previous mesh to the\current mesh, in a sequence of meshes. Firstly, the decodin

escribed; then, the decoding of mesh motion is described. In this part of ISO/IEC 14496, a

stem is assumed, where the x-axis points to the right from the origin, and the y-axis points

geometry decoding

mesh; only t
coded inform

ns between node points) is not coded explicitly. Only a few parameters are coded for

s that form

Ct consists of a sequence of mesh object planes. The is_intra flag of the mesh object plane class

it specifies
g of mesh
bixel-based
down from

al 2D triangular mesh is either a uniform mesh or a Delaunay mesh, the mesh triangular strT]Jcture (i.e.

e uniform
case, the

e{2D’node point coordinates P, = (X,,Y,) are coded for the Delaunay mesh. In eac

the decoder. The mesh_type_code specifies whether the initial mesh is uniform or Delaunay.

7.11.1.1 Uniform mesh

niquely by

A 2D uniform mesh subdivides a rectangular object plane area into a set of rectangles, where each rectangle in turn
is subdivided into two triangles. Adjacent triangles share node points. The node points are spaced equidistant
horizontally as well as vertically. An example of a uniform mesh is given in Figure 7-42.

Five parameters are used to specify a uniform mesh. The first two parameters, nr_mesh_nodes_hor and
nr_mesh_nodes_vert, specify the number of node points of the mesh in the horizontal, resp. vertical direction. In the
example of Figure 7-42, nr_mesh_nodes_hor is equal to 5 and nr_mesh_nodes_vert is equal to 4. The next two
parameters, mesh_rect_size_hor and mesh_rect_size_vert, specify the horizontal, resp. vertical size of each
rectangle in half pixel units. The meaning of these parameters is indicated in Figure 7-42. The last parameter,
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triangle_split_code, specifies how each rectangle is split to form two triangles. The four methods of splitting that are
allowed are indicated in Figure 7-43. The top-left node point of a uniform mesh coincides with the origin of a local
coordinate system.

mesh_rect_size hor

—

mesh_rect_size vert I

Figure 7-42 -- Specification of a uniform 2D mesh

e

triangle split_code == * 00’ triangle split_code == ‘01’

triangle split code=="10’ triangle split_code==*11’

Figuré 7-43 -- lllustration of the types of uniform meshes defined
7.11.1.2 Delaunay mesh
First, the tptal number of node points in the mesh N is decoded; then, the number of node points that are on the

boundary ¢f the.mesh N, is decoded. Note that N is the sum of the number of nodes in the interior of the mesh, N,
and the nupber of nodes on the boundary, N,,

N=N +N,.

Now, the locations of boundary and interior node points are decoded, where we assume the origin of the local
coordinate system is at the top left of the bounding rectangle surrounding the initial mesh. The x-, resp. y-coordinate
of the first node point, P, = (X, Y,). is decoded directly, where X, and Y, are specified w.r.t. to the origin of the

local coordinate system. All the other node point coordinates are computed by adding a dxn, resp. dyn value to,

resp. the x- and y-coordinate of the previously decoded node point. Thus, the coordinates of the initial node point
B, = (X0, Y,) is decoded as is, whereas the coordinates of all other node points, B, =(X,¥,),n=1,..,N-1, are

obtained by adding a decoded value to the previously decoded node point coordinates:

Xn = Xn—l + an and yn = yn—l + dyn .
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The ordering in the sequence of decoded locations is such that the first N, locations correspond to boundary nodes.
Thus, after receiving the first N, locations, the decoder is able to reconstruct the boundary of the mesh by
connecting each pair of successive boundary nodes, as well as the first and the last, by straight-line edge segments.
The next N - N, values in the sequence of decoded locations correspond to interior node points. Thus, after
receiving N nodes, the locations of both the boundary and interior nodes can be reconstructed, in addition to the
polygonal shape of the boundary. This is illustrated with an example in Figure 7-44.

The mesh is
where the po

contains the
in the interio
triangulation
point P, visil
between thern
process is de

Determin
polygona

a.

Inspect g
Delaunay

<pa' pc’ pc
edges of

An interior e
outside the c
edge is not Ig
points p, and
maximum X-C
the maximum

Figure 7-44 -- Decoded node points and mesh boundary’edge

finally obtained by applying constrained Delaunay triangulation™to the set of decoded n
ygonal mesh boundary is used as a constraint. A constrained-triangulation of a set of nods
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urthermore satisfies the property that the circumcitele’of t, does not contain in its interio
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ined as any algorithm that is equivalent to:the following.
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Figure 7-45 -- Decoded triangular mesh obtained by constrained Delaunay triangulati

coding of mesh motion vectors

tor V. = (vxn,vyn), defined from Mesh Object Plane k to k+1. By decoding.these motion v

pnstruct the locations of node points in Mesh Object Plane numberedk+1. The triangular tg
ins the same throughout the sequence. Node point motion vectors_are decoded according {
., the components of each motion vector are predicted using the-components of already de
bther node points.

flotion vector prediction

the motion vector of a node point P, that is partof & triangle t, = (f)l s Brns f)n> where tf
tors V, and V,, of the nodes P, and P, have,alteady been decoded, one can use the val
ct \7n and add the prediction vector to a deceded prediction error vector. Starting from an
all three node motion vectors have been decoded, there must be at least one other, neighb,
5 two nodes in common with t,. Sin¢e the motion vectors of the two nodes that t, an

hve already been decoded, one can-use these two motion vectors to predict the motion vect
The actual prediction vector Wn is computed by averaging of the two prediction motion vg

s of the prediction vector arecounded to half-pixel accuracy, as follows:

= 0.5e (floor(vx,, +vx +0.5),floor(vy, + vy, + 0.5)) ,
=W, +8,

(exn,eyn) denotes the prediction error vector, the components of which are decoded
bs. This procedure is repeated while traversing the triangles and nodes of the mesh, as exy

one. Note lhat ne’prediction is used to decode the first motion vector,

hg all-triangles of the mesh, the motion vector data of each node is decoded from the bits

point P, of a 2D Mesh Object Plane numbered k in the sequence of Mesh(@bject Plafes has a 2D

pctors, one is

pology of the
0 a predictive
coded motion

e two motion
Les of V; and
initial triangle
pring, triangle
d t, have in

or of the third
ctors and the

from variable

lained below.
tream one by

No

&,

and that only the first decoded motion vector is used as a predictor to code the second motion vector,

ny

=V, +8&,

Note further that the prediction error vector is specified only for node points with a nonzero motion vector. For all

other node

points, the motion vector is simply V. = (0,0).

Finally, the horizontal and vertical components of mesh node motion vectors are processed to lie within a certain

range, equ

ivalent to the processing of video block motion vectors described in subclause 7.6.3.
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7.11.2.2 Mesh traversal

We use a breadth-first traversal to order all the triangles and nodes in the mesh numbered k, and to decode the
motion vectors defined from mesh k to k+1. The breadth-first traversal is determined uniquely by the topology and
geometry of an intra-coded mesh. That is, the ordering of the triangles and nodes shall be computed on an intra-
coded Mesh Object Plane and remains constant for the following predictive-coded Mesh Object Planes. The
breadth-first traversal of the mesh triangles is defined as follows (see Figure 7-46 for an illustration).

First, define the initial triangle as follows. Define the top left mesh node as the node n with minimum X +VY,,
assuming the origin of the local coordinate system is at the top left. If there is more than one node with the same
value of X +Y,, then choose the node point among these with minimum y. The initial triangle is the triangle that
contains the edge between the top-left node of the mesh and the next clockwise node on the boundary. Label the
initial triangle with the number O.

Next, all othef triangles are iteratively labeled with numbers 1, 2, ..., M - 1, where M is the number of triarllgles in the
mesh, as follqws.

Among all labeled triangles that have adjacent triangles which are not yet labeled, find the triangle with the
lowest number label. This triangle is referred to in the following as the current triangte. Define the|base edge
of thig triangle as the edge that connects this triangle to the already labeled,ngighboring triangle with the
lowesgt number. In the case of the initial triangle, the base edge is defined as the edge between [the top-left
nodeland the next clockwise node on the boundary. Define the right edg€,of the current triangle ps the next
counterclockwise edge of the current triangle with respect to the base-edge; and define the left gdge as the
next |clockwise edge of the current triangle with respect to the-base edge. That is, for|a triangle

t. =(B Py f)n> where the vertices are in clockwise order, if (f), ﬁm> is the base edge, then (E, Ton) is the

right pdge and (f)m f)n> is the left edge.

Now,[check if there is an unlabeled triangle adjacent tothe current triangle, sharing the right edga. If there is
such Ja triangle, label it with the next available number. Then check if there is an unlabeled triangle adjacent
to th¢ current triangle, sharing the left edge. If.there is such a triangle, label it with the next available
numbier.

This process |s continued iteratively until all triangles-have been labeled with a unique number m.

The ordering| of the triangles according to_their assigned label numbers implicitly defines the order i which the
motion vectorl data of each node point is:decoded, as described in the following. Initially, motion vector data for the
top-left node |of the mesh is retrieved from the bitstream. No prediction is used for the motion vector of this node,
hence this ddta specifies the motian ‘vector itself. Then, motion vector data for the second node, which|is the next
clockwise nofle on the boundaryiw.r.t. the top-left node, is retrieved from the bitstream. This data cpntains the
prediction erlor for the motien wvector of this node, where the motion vector of the top-left node is [used as a
prediction. Mark these first twohodes (that form the base edge of the initial triangle) with the label ‘done’.

Next, procesg each triangle as determined by the label numbers. For each triangle, the base edge is determined as
defined abov¢. Thesmetion vectors of the two nodes of the base edge of a triangle are used to form a prediction for
the motion vgctor'of the third node of that triangle. If that third node is not yet labeled ‘done’, motion vegtor data is
retrieved and used as prediction error values, i.e. the decoded values are added to the prediction to|obtain the
actual motion vector. Then, that third node is labeled ‘done’. If the third note is already labeled ‘done’, then it is
simply ignored and no data is retrieved. Note that due to the ordering of the triangles as defined above, the two
nodes on the base edge of a triangle are guaranteed to be labeled ‘done’ when that triangle is processed, signifying
that their motion vectors have already been decoded and may be used as predictors.
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Figure 7-46 -- Breadth-first traversal of a 2D triangular example mesh

46 an example is shown of breadth-first traversal. On the left, the traversal is halfway throu
bs have been labeled (with numbers) and the motion vectors of six node @oints have h
th a box symbol). The triangle which has been labeled ‘3’ is the ‘current triangle’; the base ¢
ft edge are ‘r’ and ‘I'. The triangles that will be labeled next are the triangles sharing the r
he current triangle. After those triangles are labeled, the triangle which has been labeled
nt triangle’ and another motion vector will be decoded. On the right{the traversed 2D trian|
Strating the transitions between triangles and final order of node ‘\points according to whi
tors are decoded.

object decoding

ime based face object decoding

Luse specifies the additional decoding process required for face object decoding.
data is decoded by an arithmetic decoding process. The arithmetic decoding process ig
Are obtained by a predictive decoding 'scheme as shown in Figure 7-47.

juantization step size QP for-each FAP is listed in Table C-1. The quantization paramete

formly to all FAPs. The magnitude of the quantization scaling factor ranges from 1 to 8.
== 0 has a special meaning, it is used to indicate lossless coding mode, so no dequantizat
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ch respective
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nex B. Following the arithmetic decoding, the data is de-quantized by an inverse quantization process.
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htized FAP'(t) is obtained from the decoded coefficient FAP"(t) as follows:

FAP'(t) = q

step * FAP”(t)

Coded
Data ——PjArithmetic—pm Inverse - AR
Decoding Quanti zation
Frame
delay )

Figure 7-47 -- FAP decoding
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7.12.1.1 Decoding of faps
For a given frame FAPs in the decoder assume one of three of the following states:

1. set by a value transmitted by the encoder
2. retain a value previously sent by the encoder
3. interpolated by the decoder

FAP values which have been initialized in an intra coded FAP set are assumed to retain those values if
subsequently masked out unless a special mask mode is used to indicate interpolation by the decoder. FAP values
which have never been initialized must be estimated by the decoder. For example, if only FAP group 2 (inner lip) is
used and FAP group 8 (outer lip) is never used, the outer lip points must be estimated by the decoder. In a second
example the FAP decoder is also expected to enforce symmetry when only the left or right portion of a symmetric
FAP set is regeirede-g—thelefr-eye-ismoved-and-thetight-eye-issubjectto-nterpalation—-sto-bewpved in the

same way as|the left eye).

7.12.2 DCT pased face object decoding

The bitstream is decoded into segments of FAPs, where each segment is composed of a temporal seqyence of 16
FAP object planes. The block diagram of the decoder is shown in Figure 7-48.

DC FAPs
Huf f man I nverse = I nver se
— Decodi ng Quanti zation [ ocT [
Mefor y
Bubfer
AC
Huf f man Run- Lengt h I nverse
—Decodi ng Decodi ng Quanti zation

Figure 7-48 -- Block diagram of the DCT-based decoding process

The DCT-baged decoding process consists of the following three basic steps:

1. Differentigl decoding the DC-coefficient of a segment.

2. Decodind the AC coeffigients of the segment

3. Determin|ng the 16 FAR values of the segment using inverse discrete cosine transform (IDCT).
A uniform qupntization step size is used for all AC coefficients. The quantization step size for AC coefficients is
obtained as jllOWS:

gstef[iN="fap_scale[fap_quant_inex] * DCTQP]i]

where DCTQPIJi] is the base quantization step size and its value is defined in subclause 6.3.10.10. The quantization
step size of the DC coefficient is one-third of the AC coefficients. Different quantization step sizes are used for
different FAPs.

The DCT-based decoding process is applied to all FAP segments except the viseme (FAP #1) and expression (FAP
#2) parameters. The latter two parameters are differential decoded without transform. The decoding of viseme and
expression segments are described at the end of this subclause.

For FAP #3 to FAP #68, the DC coefficient of an intra coded segment is stored as a 16-bit signed integer if its
value is within the 16-bit range. Otherwise, it is stored as a 31-bit signed integer. For an inter coded segment, the
DC coefficient of the previous segment is used as a prediction of the current DC coefficient. The prediction error is
decoded using a Huffman table of 512 symbols. . An "ESC" symbol, if obtained, indicates that the prediction error is
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out of the range [-255, 255]. In this case, the next 16 bits extracted from the bitstream are represented as a signed
16-bit integer for the prediction error. If the value of the integer is equal to -256*128, it means that the value of the
prediction error is over the 16-bit range. Then the following 32 bits from the bitstream are extracted as a signed 32-
bit integer, in twos complement format and the most significant bit first

The AC coefficients, for both inter and intra coded segments, are decoded using Huffman tables. The run-length
code indicates the number of leading zeros before each non-zero AC coefficient. The run-length ranges from 0O to
14 and proceeds the code for the AC coefficient. The symbol 15 in the run length table indicates the end of non-zero
symbols in a segment. Therefore, the Huffman table of the run-length codes contains 16 symbols. The values of
non-zero AC coefficients are decoded in a way similar to the decoding of DC prediction errors but with a different
Huffman table.

The bitstreams corresponding to viseme and expression segments are basically differential decoded without IDCT.
For an intrgcodedsegment;, the quantized vatues of the first viserme _setectt; viseme setect2; viserme_jblend,
expression|_selectl, expression_select2, expression_intensityl, and expression_intensity2 within the-Ségment are
decoded usging fixed length code. These first values are used as the prediction for the second viseme_gelectl,
viseme_select2, ... etc of the segment and the prediction error are differential decoded usingAHuffman fables. For
an inter cofled segment, the last viseme_selectl, for example, of the previous decoded segment is usef to predict
the first viseme_selectl of the current segment. In general, the decoded values (before inverse quantization) of
differential[coded viseme and expression parameter fields are obtained

byriseme_segment_selectlq[k] = viseme_segment_selectlq[k-1] +
viseme_segment_selectlq_diff[k] - 14

vigeme_segment_select2q[k] = viseme_segment_select2q[k-1] +
viseme_segment_select2qg_diff[k] - 14

vigeme_segment_blendq[K] = viseme_segment_blendq[k=1] +
viseme_segment_blendq_diff[k] - 63

expression_segment_select1q[k] = expression_segment_selectlq[k-1] +
expression_segment_selectlq_diff[k] - 6

expression_segment_select2qlk] = expression..segment_select2q[k-1] +

expression_segment_select2q_diff[k] - 6
expression_segment_intensity1lq[k] = expression_segment_intensitylq[k-1] +
expression_segment_intensitylq_diff[k]+ 63
expression_segment_intensity2q[k] = expression_segment_intensity2q[k-1] +
expression_segment_intensity2qg- diff[k] - 63

7.12.3 Depoding of the viseme parameter fap 1

Fourteen visemes have been definedfor selection by the Viseme Parameter FAP 1, the definition is diven in annex
C. The vis¢me parameter allows\two visemes from a standard set to be blended together. The visemg parameter is
composed [of a set of values.as)follows.

Table 7-17 -- Viseme parameter range

viseme () { Range
viseme_selectl 0-14
viseme_select2 0-14
viseme_blend 0-63
viseme_def 0-1

}

Viseme_blend is quantized (step size = 1) and defines the blending of visemel and viseme2 in the decoder by the
following symbolic expression where visemel and 2 are graphical interpretations of the given visemes as
suggested in the non-normative annex.
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final viseme = (viseme 1) * (viseme_blend / 63) + (viseme 2) * (1 - viseme_blend / 63)

The viseme can only have impact on FAPs that are currently allowed to be interpolated.

If the viseme_def bit is set, the current mouth FAPs can be used by the decoder to define the selected viseme in

terms of a table of FAPs. This FAP table can be used when the same viseme is invoked again later for FAPs which

must be interpolated.

7.12.4 Decoding of the viseme parameter fap 2

The expression parameter allows two expressions from a standard set to be blended together.The expression
parameter is composed of a set of values as follows.

Table /-16 -- Expression parameter range

expression () { Range
expression_selectl 0-6
expression_intensityl 0-63
expression_select2 0-6
expression_intensity2 0-63
init_face 0-1
expression_def 01

}

Expression_iftensityl and expression_intensity2 are quantized’(step size = 1) and define excitation of expressions 1
and 2 in the |decoder by the following equations wherecexpressions 1 and 2 are graphical interpretatjons of the
given expresgion as suggested by the non-normative reference:

final ¢xpression = expressionl * (expression_intensityl / 63)+ expression2 * (expression_intensity2 / 63)
The decoder fisplays the expressions according to the above fomula as a superposition of the 2 expressipns.

The expressipn can only have impact onJFAPs that are currently allowed to be interpolated. If the init_fage bit is set,
the neutral face may be modified within the neutral face constraints of mouth closure, eye opening, gazg direction,
and head origntation before FAPs 3-68 are applied. If the expression_def bit is set, the current FAPs can|be used to
define the sglected expression;in terms of a table of FAPs. This FAP table can then be used when the same
expression is|invoked againilater.

7.12.5 Fap masking

The face is pnimated by sending a stream of facial animation parameters. FAP masking, as indicated in the
bitstream, is pised to select FAPs. FAPs are selected by using a two level mask hierarchy. The first level contains
two bit code for each group indicating the following options:

1. no FAPs are sent in the group.

2. amask is sent indicating which FAPs in the group are sent. FAPs not selected by the group mask retain their
previous value if any previously set value (not interpolated by decoder if previously set)

3. amask is sent indicating which FAPs in the group are sent. FAPs not selected by the group mask retain must
be interpolated by the decoder.

4. all FAPs in the group are sent.

7.13 Output of the decoding process

This subclause describes the output of the theoretical model of the decoding process that decodes bitstreams
conforming to this part of ISO/IEC 14496.
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The visual decoding process input is one or more coded visual bitstreams (one for each of the layers). The visual
layers are generally multiplexed by the means of a system stream that also contains timing information.

7.13.1 Video data

The output of the video decoding process is a series of VOPs that are normally the input of a display process. The
order in which fields or VOPs are output by the decoding process is called the display order, and may be different
from the coded order (when B-VOPs are used).

7.13.2 2D Mesh data

The output of the decoding process is a series of one or more mesh object planes. The mesh object planes are
normally input to a compositor that maps the texture of a related video object or still texture object onto each mesh.

The coded order and-the anr\neitnri order of the mesh nhjnpf IhI:\m:\t: are identical
7.13.3 Fage animation parameter data
The output of the decoding process is a sequence of facial animation parameters. They are inpuf to a display
process that uses the parameters to animate a face object.

8 Visual-fystems Composition Issues
8.1 Temppral Scalability Composition
Background composition is used in forming the background region for‘ebjects at the enhancement lay¢r of temporal
scalability vhen the value of both enhancement_type and background_composition is one. This progess is useful
when the @nhancement VOP corresponds to the partial region of\the VOP belonging to the referencg layer. In this
process, the background of a current enhancement VOP is ‘eomposed using the previous and the hext VOPSs in
display order belonging to the reference layer.

Figure 8-1 shows the background composition for the“current frame at the enhancement layer. Thg dotted line
represents|the shape of the selected object at the previous VOP in the reference layer (called “forwand shape”). As
the object moves, its shape at the next VOP in the,reference layer is represented by a broken line (called “backward
shape”).

For the region outside these shapes, the-pixel value from the nearest VOP at the reference layer i used for the

composed [background. For the regionsoccupied only by the forward shape, the pixel value from the ne
reference layer is used for the compesed frame. This area is shown as lightly shaded in Figure 8-1.

hand, for
layer are
shapes ov
the overlag]

e region occupied only by the backward shape, pixel values from the previous VOP in
sed. This is the area shaded dark in Figure 8-1. For the region where the areas enclo
briap, the pixel Value is given by padding from the surrounding area. The pixel value which
ped area sheuld'be filled before the padding operation.

xt VOP at the
On the other
the reference
sed by these
is outside of
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selected object at the
revious VOP : “forward
Shepe’ selected object at
the next VOP :
“backward shape’

pixel value from

pixel value from the
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The following

If s(x
f
f
if s(x

—h

if s(x

—h

if s(x
]

where

= =+ —~ ~ () —h —h

Two types of
is called a “fo
the reference
be identical tq

the next VOP previous VOP
_ \ pixel valueis given by
pixel value from the padding from the
previous VOP surrounding area after the

other areaisfilled.

Figure 8-1 -- Background composition

process is a mathematical description of the background composition method.

y,ta)=0 and s(x,y,td)=0

(x,y,0) =f(x,y,td)  (jt-ta]>|t-td])

xy,t) =f(x,y,ta) (otherwise),

y,ta)=1 and s(x,y,td)=0

(xy,t) = f(x,y,td)

y,ta)=0 and s(x,y,td)=1

(xy,t) = f(x,y.ta)

y,ta)=1 and s(x,y,td)=1

he pixel value of fc(x,y,t) is given by repetitive padding from the surrounding area.

composed background

decoded VOP at the reference layer

shape information (alpha‘plane) , O: transparent, 1: opaque
,y)  the spatial coordinate

time of the current.VOP

time of the previous VOP

time of the next' VOP

the previous backward shape.

shape infarfmation, s(x, y, ta) and s(x, y, td), are necessary for the background compositior]. s(x, y, ta)
ward shape” and s(x, vy, td) is called a “backward shape”. If f(x, y, td) is the last VOP in the bitstream of
layer, it should be made by copying f(x, y, ta). In this case, two shapes s(x, y, ta) and s(x, y} td) should

8.2 Sprite C

omposition

The static sprite technology enables to encode very efficiently video objects which content is expected not to vary in
time along a video sequence. For example, it is particularly well suited to represent backgrounds of scenes (decor,
landscapes) or logos.

A static sprite (sometimes referred as mosaic in the literature) is a frame containing spatial information for a single
object, obtained by gathering information for this object throughout the sequence in which it appears. A static sprite
can be a very large frame: it can correspond for instance to a wide angle view of a panorama.

The ISO/IEC 14496-2 syntax defines a dedicated coding mode to obtain VOPs from static sprites: the so-called “S-
VOPs”. S-VOPs are extracted from a static sprite using a warping operation consisting in a global spatial
transformation driven by few motion parameters (0,2,4, 6 or 8).

198


https://iecnorm.com/api/?name=42e96055e0a857137b291f45b0f3a2a3

© ISO/IEC ISO/IEC 14496-2:1999(E)

For composition with other VOPs, there are no special rules for S-VOPs. However, it is classical to use S-VOPs as
background objects over which “classical” objects are superimposed.

8.3 Mesh Object Composition

A Mesh Object represents the geometry of a sequence of 2D triangular meshes. This data can be used along with
separately coded image texture data to render texture-mapped images, e.g., by the composition process as defined
in ISO/IEC 14496-1. A Mesh Object stream may be contained in part of a BIFS animation stream, as defined in
ISO/IEC 14496-1. In terminals implementing mesh animation functionality using both ISO/IEC 14496-1 and this part
of ISO/IEC 14496, the decoded mesh data is used to update the appropriate fields of a BIFS IndexedFaceSet2D
node, defined in ISO/IEC 14496-1, for composition purposes. In this case, the appropriate fields of the
IndexedFaceSet2D BIFS node are updated as described in the following.

a) The cogrdimates of themestTpoints{vertices)are obtaimed—fromtheoutput of the—vMestrObject decoder. The
Mesh Objdct uses a pixel-based local coordinate system with x-axis pointing to the right and y-axis‘gointing down.
However, ISO/IEC 14496-1 specifies a coordinate system with y-axis pointing up. Therefore,, a’simgle coordinate
transform shall be applied to the y-coordinates of mesh points to ensure the proper orientation of the object after
composition. The y-coordinate y, of a decoded mesh node point n shall be transformed as follows:

Yn:-yn'

where Y, ig the y-coordinate of this mesh node point in the coordinate system as.specified in ISO/IEC [14496-1. The
origin of th|s object is at the top-left point. The same transform shall be applied\to the coordinates of node points of
each MesH Object Plane (MOP).

b) The coordinate indices are the indices of the mesh points forming faces (triangles) obtained from thg output of the
Mesh Objdct decoder. All decoded faces are triangles. The topolegy of a Mesh Object is constant starting from an
intra-coded MOP, throughout a sequence of predictive-coded MOPS (until the next intra-coded MOP); therefore, the
coordinatefindices shall be updated only for intra-coded MORS:

c) Texture|coordinates for mapping textures onto the mesh geometry are computed from the decod¢d node point
locations df an intra-coded Mesh Object Plane and\its bounding rectangle. Let X ., V.., and X,.. W... define the
bounding rectangle of all node points of an intra-coded MOP. Then the width w and height h of the texture map shall
be:

w = ceil(x,,,) — floor(x,) .
h = ceil(y,,,) — floor(y,,,) -
A texture cpordinate pair (s, t,).iSsxcomputed for each node point p, = (x,,y,) as follows:

S, = (x, - floor(x_,.))/w ,

t,=1.0 - (y, - floor(y,,.))/h .

The topology of-axMesh Object is constant starting from an intra-coded MOP, throughout a sequence|of predictive-
coded MOPs/(until the next intra-coded MOP); therefore, the texture coordinates shall be updated pnly for intra-
coded MOBs

d) The texture coordinate indices are identical to the coordinate indices.

9 Profiles and Levels

NOTE In this part of ISO/IEC 14496 the word “profile” is used as defined below. It should not be confused with
other definitions of “profile” and in particular it does not have the meaning that is defined by ISO/IEC JTC1/SGFS.

Profiles and levels provide a means of defining subsets of the syntax and semantics of this part of ISO/IEC 14496
and thereby the decoder capabilities required to decode a particular bitstream. A profile is a defined sub-set of the
entire bitstream syntax that is defined by this part of ISO/IEC 14496. A level is a defined set of constraints imposed
on parameters in the bitstream. Conformance tests will be carried out against defined profiles at defined levels.
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The purpose of defining conformance points in the form of profiles and levels is to facilitate bitstream interchange
among different applications. Implementers of this part of ISO/IEC 14496 are encouraged to produce decoders and
bitstreams which correspond to those defined conformance regions. The discretely defined profiles and levels are
the means of bitstream interchange between applications of this part of ISO/IEC 14496.

In this clause the constrained parts of the defined profiles and levels are described. All syntactic elements and
parameter values which are not explicitly constrained may take any of the possible values that are allowed by this
part of ISO/IEC 14496. In general, a decoder shall be deemed to be conformant to a given profile at a given level if
it is able to properly decode all allowed values of all syntactic elements as specified by that profile at that level.

9.1 Visual Object Types

The following table lists the tools included in each of the Object Types. Bitstreams that represent a particular object
correspondingtoamObject Type stattmot useany of thetoots forwhittr thetabte does ot ravearm - X™
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Table 9-1 -- Tools and Visual Object Types

ISO/IEC 14496-2:1999(E)

Visual Tools

Visual Object Types

Simple

Core

Main

Simple
Scalable

N-bit

Animated
2D Mesh

Basic

Animated

Texture

Still
Scalable
Texture

Simple
Face

Basic

- |-VOP, P-VOP

e AC/DC Prediction
e 4-MV, Unrestricted

Error res|lience

e Slice

e Repversible VLC

REesynchronization

e Dhpta Partitioning

Short Hepder

B-VOP

P-VOP with OBMC
(Texture

Method 1/Method 2
Quantization

P-VOP bpsed temporal
scalability

e Rpctangular

e Afbitrary Shape

Binary Shape

Grey Shape

Interlace

Sprite

X [ X | X ] X

Tempora) Scalability
(Rectangular)

Spatial Scatatitity
(Rectangular)

N-Bit

Scalable Still Texture

2D Dynamic Mesh with
uniform topology

2D Dynamic Mesh with
Delaunay topology

Facial Animation
Parameters
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NOTE 1 Binary Shape Coding” includes constant alpha.

NOTE 2 The parameters are restricted as follows for the tool “P-VOP based temporal scalability Arbitrary Shape”:

 ref _select_code shall be either ‘00’ or ‘01"

« reference layer shall be either I-VOP or P-VOP.

e load_backward_shape shall be ‘0’ and background composition is not performed.

9.2 Visual Profiles

Decoders that conform to a Profile shall be able to decode all objects that comply to the Object Types for which the

table lists an ‘X'.

© ISO/IEC

Table 9-2 -- Visual Profiles

Profiles

Object Types

Simple

Core |Main

Simple [N-Bit

Scalable

Animated
2D Mesh

Basic
Animated
Texture

Scalable | Simple
Texture fFace

Simple

Simple Scaleable

Core

Main

N-Bit

Hybrifl

X[ X | X | X|X|[X

X [ X | X]X

Njo|ga|r|lw b=

Texture

Basic| Animated

©

Scal€lable Texture

9. |Simple FA

Note that the| Profiles can be grouped‘into three categories: Natural Visual (Profile numbers 1-5), Synthetic Visual

(Profile numbiers 8 and 9), and Synthetic/Natural Hybrid Visual (Profile numbers 6 and 7).

9.3 Visual Frofiles@Levels

9.3.1 Naturdgl Visual

The table thal

9.3.2 SynthgticVisual

deseribes the natural visual profiles is given in annex N.

9.3.2.1 Scalable Texture Profile

Table 9-3 -- Scalable texture profile levels

Profile Levels [ Default Download |Maximum Typical Maximum Maximum
Wavelet Filter, number of Visual Qp value number
Filter length Decomposi | Session of pixels/
tion Levels |Size' Session
Scalable |L3 Float, ON, 24 10 8192x8192 |12 bits 67108864
Texture Integer
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Scalable (L2 Integer ON, 18 8 2048x2048 | 10 bits 4194304
Texture
Scalable (L1 Integer OFF 5 704x576 8 bits 405504
Texture

(1) This column is for informative use only. It provides an example configuration of the Maximum number of
pixels/Session.

9.3.2.2 Simple Face Animation Profile

All ISO/IEC 14496-2 facial animation decoders (for all object types) are required to generate at their output a facial
model including all the feature points defined in this part of ISO/IEC 14496, even if some of the features points will
not be affefted by any information received from the encoder.

The Simplg Face object is not required to implement the viseme_def/expression_def functionality:

Level 1:

 number of objects: 1,

e Thq total FAP decode frame-rate in the bitstream shall not exceed 72 Hz ,

 Theg decoder shall be capable of a face model rendering update of at least-15 Hz, and
 Maximum bitrate 16 kbit/s.

Level 2:

e maximum number of objects: 4,

e Theg FAP decode frame-rate in the bitstream shall not exceed 72 Hz (this means that the FAP dgcode
framerate is to be shared among the objects),

 Theg decoder shall be capable of rendering the face madels with the update rate of at least 60HZ, sharable
betyveen faces, with the constraint that the update ¥ate for each individual face is not required td exceed
30Hz, and

 Maximum bitrate 32 kbit/s.

9.3.3 Synthetic/Natural Hybrid Visual

The Levelg of the Profiles which support both Natural Visual Object Types and Synthetic Visual Objgct Types are
specified Qy giving bounds for the natdral objects and for the synthetic objects. Parameters like hitrate can be
combined @cross natural and synthetic,objects.

9.3.3.1 Basic Animated Texture Profile

Level 1 = Bimple Facial Animation Profile @ Level 1 + Scalable Texture @ Level 1 + the following festrictions on
Basic Aninjated Texturesebject types:

e Maximum number of Mesh objects (with uniform topology): 4,
 Maximum total number of nodes (vertices) in Mesh objects: 480,
(=[4Xpr. of nodes of a uniform mesh covering a QCIF image with 16x16 pixel elements),
e  Maximunrframe-rateof aivteshrobject—30+Hz,and
e Maximum bitrate of Mesh objects: 128 kbit/sec.

Level 2 = Simple Facial Animation Profile @ Level 2 + Scalable Texture @ Level 2 + the following restrictions on
Basic Animated Texture object types:

e Maximum number of Mesh objects (with uniform topology): 8,
e Maximum total number of nodes (vertices) in Mesh objects: 1748,
(=4 x nr. of nodes of a uniform mesh covering a CIF image with 16x16 pixel elements),
e Maximum frame-rate of a Mesh object: 60 Hz, and
e Maximum bitrate of Mesh objects: 128 kbit/sec.
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9.3.3.2 Hybrid Profile

Level 1 = Core Visual Profile @ Level 1 + Basic Animated Texture Profile @ Level 1 + the following restrictions on
Animated 2D Mesh object types:

e Maximum number of Mesh objects (with uniform or Delaunay topology): 4
( = maximum number of objects in visual session)
e Maximum total number of nodes (vertices) in Mesh objects: 480
(=4 x nr. of nodes of a uniform mesh covering a QCIF image with 16x16 pixel elements)
e Maximum frame-rate of a Mesh object: 30 Hz
( = maximum frame-rate of video object)
e Maximum bitrate of Mesh objects: 64 kbit/sec.
Level 2 = Core-Vistat-Prefie-e
Animated 2D |Mesh object types:

igtions on

e Maximum number of Mesh objects(with uniform or Delaunay topology): 8
( = mgximum number of objects in visual session)
< Maximpum total number of nodes (vertices) in Mesh objects: 1748
(=4 A nr. of nodes of a uniform mesh covering a CIF image with 16x16 pixel elements)
e Maximjum frame-rate of a Mesh object: 60 Hz
(=2 ¥ the maximum frame-rate of video object)
e Maximum bitrate of Mesh objects: 128 kbit/sec.
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Annex A

(normative)

Coding transforms
A.l Discrete cosine transform for video texture

The NxN two dimensional DCT is defined as:

N-1 N-1
F(uv) = %C(U)C(V) 2 yZ:(:) f(x,y)cos (Zx;\ll)u” COS (Zy;Nl)V”

with u,v,x,y=0,1,2,...N-1
where X, y are spatial coordinates in the sample domain

u, v are coordinates in the transform domain

(L
C(u), C(v) =12

| 1 otherwise

foruv=0

The inversg DCT (IDCT) is defined as:

2 N-1 N-l % + D vt I
F(x Y):NZ ZC(U)C(V)F(U,V)COS( 2N) cos( yZN)
u=0 v=0

If each piXel is represented by n bits per pixel; the input to the forward transform and output from the inverse
transform is represented with (n+1) bits. The coefficients are represented in (n+4) bits. The dynami¢ range of the
DCT coeffigients is [-2"%:+2"-1].

The N by N inverse discrete transform’ shall conform to IEEE Standard Specification for the Implementations of 8 by
8 Inverse Discrete Cosine Transferm, Std 1180-1990, December 6, 1990.

NOTE 1 [Subclause 2.37Std 1180-1990 “Considerations of Specifying IDCT Mismatch Errors”| requires the
specificatign of periodict.intra-picture coding in order to control the accumulation of mismatch grrors. Every
macroblock is required, to' be refreshed before it is coded 132 times as predictive macroblocks. Mactoblocks in B-
pictures (ahd skipped<macroblocks in P-pictures) are excluded from the counting because they do npt lead to the
accumulatipn of mismatch errors. This requirement is the same as indicated in 1180-1990 for vispal telephony
according {o ITYU-F Recommendation H.261.

NOTE 2 | Whilst the IEEE IDCT standard mentioned above is a necessary condition for th¢ satisfactory
implementation of the IDCT function it should be understood that this is not sufficient. In particular attention is drawn
to the following sentence from subclause 5.4: “Where arithmetic precision is not specified, such as the calculation of
the IDCT, the precision shall be sufficient so that significant errors do not occur in the final integer values.”

A.2 Discrete wavelet transform for still texture

A.2.1 Adding the mean

Before applying the inverse wavelet transform, the mean of each color component (“mean_y”,
“mean_v") is added to the all wavelet coefficients of dc band.

mean_u”, and
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A.2.2 Wavelet filter

A 2-D separable inverse wavelet transfrom is used to synthesize the still texture. The default wavelet composition is
performed using Daubechies (9,3) tap biorthogonal filter bank. The inverse DWT is performed either in floating or

integer operations depending on the field “wavelet_filter_type”, defined in the syntax.

The floating filter coefficients are:

Lowpass gl1=

[ 0.35355339059327 0.70710678118655 0.35355339059327]

Highpas h[]=

[ 0.03314563036812 0.06629126073624 -0.17677669529665

-0.41984465132952 0.99436891104360 -0.41984465132952

-0.17p77669529665 0.06629126073624 0.03314563036812 ]
The integer filter coefficients are:

Lowpass gl1= -

32 64 32

Highpass h[]=

3 6 -16 Z

-38 90 -38 \

-16 6 3

The synthesig filtering operation is defined as follows:
y[n] 3 X L[n+i]*g[i+1] + X H[n+i]*h[i+4]
i=-1 i=-4

where

e n=0,1,{.N-1, and N is the number of output\points;
e L[2*i] = x[[i] and L[2*i+1] = O for i=0,1,...,N/2-1, and {xI[i]} are the N/2 input wavelet coefficients in the lopw-pass
band,;
e H[2*i+1] F xh[i] and H[2*]] = O for i=0,1}x".,,N/2-1, and {xh[i]} are the N/2 input wavelet coefficients in thg high-pass
band.

NOTE 1 the |ndex range for h[]is.ftom 0 to 8;

NOTE 2 the |ndex range for gffis from 0O to 2;

NOTE 3 the |[ndex rangelfor L[] is from -1 to N;

NOTE 4 the |[ndex-range for H[] is from -4 to N+3; and

NOTE 5 thevalués of L[] and H[] for indexes less than 0 or greater than N-1 are obtained by symmetri¢ extension
described in the following subclause.

In the case of integer wavelet, the outputs at each composition level are scaled down with dividing by 8096 with
rounding to the nearest integer.

A.2.3 Symmetric extension

A symmetric extension of the input wavelet coefficients is performed and the up-sampled and extended wavelet
coefficients are generated. Note that the extension process shown below is an example when the extension is
performed before up-sampling and that only the generated coefficients are specified. Two types of symmetric
extensions are needed, both mirror the boundary pixels. Type A replicates the edge pixel and Type B does not
replicate the edge pixel. This is illustrated in Figure A-1 and Figure A-2, where the edge pixel is indicated by z. The
types of extension for the input data to the wavelet filters are shown in Table A-1.
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Type A
Type B

LVWXYZ[zZyXwyv...
VWXY|ZYyXWV...

Figure A-1 -- Symmetrical extensions at leading boundary

Type A
Type B

L VWXYZ|ZYyXWV...
L VWXYZ[YXWV....

Figure A-2 -- Symmetrical extensions at the trailing boundary

Table A-1 -- Extension method for the input data to the synthesis filters

The genergted up-sampled and extended wavelet coefficients L[] and HJ[] are eventually specified as fo

low-pas
high-pa

A.2.4 Ds

The numbg{
decomposit
texture_ob
shape ada|

A.25 Sh
A.2.5.1 Sh

The 2-D in
to the shag

boundary Extension
Towpass mput X1 Teading TYpeB
to 3-tap filter g[] trailing TypeA
highpass input xh[] leading TypeA
to 9-tap filter h[] trailing TypeB

br of decomposition levels of the luminance component is defined in the input bitstream. T
ion levels for the chrominance components is«one level less than that of the luminance ¢
ect_layer width or texture_object_layer height, cannot be divisible by ( 2 ~ decomposition |
htive wavelet is applied.

ape adaptive wavelet filtering and :symmetric extension
ape adaptive wavelet

Verse shape adaptive wayelet transform uses the same wavelet filter as specified in Table A
e information, segments of‘consecutive output points are reconstructed and put into the cor

The filterin
generaliza
bounding T
according

case wher
special ca
may be ev

The same

g operation of shape adaptive wavelet is a generalization of that for the regular
ion allows the nuraber of output points to be an odd number as well as an even number. R
ctangle, the starting point of the output is also allowed to be an odd number as well as an
o the shapesinformation. Within the generalized wavelet filtering, the regular wavelet filterin
the numberof output points is an even number and the starting point is an even number (0
e is forsreconstruction of rectangular textures with an arbitrary size where the number of
n or odd and the starting point is always even (0).

s band: ...0 L[2] O |L[O] O L[2]0...L[N-4] O L[N<2]-0 | L[N-2] O L[N-4]0 ..
5s band: ... H[3] 0 H[1]| O H[1]0 H[3] ...0 H[N-3LO“H[N-1]| 0 H[N-1] 0 H[N-3].{.
composition level

6-2:1999(E)

lows:

he number of
bmponents. If
levels ), then

-1. According
ect locations.
wavelet. The
elative to the
even number
g is a special
too. Another
output points

y[n] = i L[n+i]*g[i+1] +4 Y Hn+il*h[i+4]

where

n=0,1,..N-1, and N is the number of output points;
L[2*i+s] = xI[i] and L[2*i+1-s] = O for i=0,1,...,(N+1-s)/2-1, and {xI[i]} are the (N+1-s)/2 input wavelet coefficients in

the low-pass band,;

the hig

h-pass band.

H[2*i+1-s] = xh[i] and H[2*i+s] = O for i=0,1,...,(N+s)/2-1, and {xh[i]} are the (N+s)/2 input wavelet coefficients in
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The only difference from the regular synthesis filtering is to introduce a binary parameter s in up-sampling, where s =
0 if the starting point of the output is an even number and s = 1 if the starting point of the output is an odd number.

The symmetric extension for the generalized synthesis filtering is specified in Table A-2 if N is an even number and
in Table A-3 if N is an odd number.

Table A-2 -- Extension method for the data to the synthesis wavelet filters if N is even

Boundary extension (s=0) extension(s=1)
lowpass input xI[] Leading TypeB TypeA
to 3-tap filter g[] Trailing TypeA TypeB
highpass input xh[] Leading TypeA TypeB
to 9-tap filter h(] Trailing TypeB TypeA

Table A-3 -- Extension method for the data to the synthesis wavelet filters'if N is odd

Boundary extension(s=0) extension(s=1)
lowpass input xI[] Leading TypeB ~TypeA
to 3-tap filter g[] Trailing TypeB fypeA
highpass input xh[] Leading TypeA TypeB
to 9-tap filter h[] Trailing TypeA ) TypeB
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Annex B
(normative)
Variable length codes and arithmetic decoding

B.1 Variable length codes

B.1.1 Macroblock type

Table B{1 -- Macroblock types and included data elements for I- and P-VOPs in combined motlion-shape-
texture coding
VQP type mb type Name not_coded | mcbpc | cbpy | dquantc/mvd mvd,,
P not coded - 1
P 0 inter 1 1 1 1
P 1 inter+q 1 1 1 1 1
P 2 interdv 1 1 1 1 1
P 3 intra 1 1 N
P 4 intra+q 1 1 1 1
P stuffing - 1 1
I 3 intra 1 1
I 4 intra+q 1 1 1
I stuffing - 1
S (bpdate) | not_coded - 1
S (bpdate) 0 inter 1 1 1
S (bpdate) 1 inter+q 1 1 1 1
S (bpdate) 3 intra 1 1 1
S (Wpdate) 4 intrasg 1 1 1 1
S (bpdate) stuffing 3 1 1
S (piece) 3 intra 1 1
S (piece) 4 intra+q 1 1 1
S (piece) stuffing - 1
NOTE “1'| means thatthe item is present in the macroblock
S (piece) inpdicates:S=VOPs with low_latency_sprite_enable == 1 and sprite_transmit_mode == “piece”
S (update)|indicates S-VOPs with low_latency_sprite_enable == 1 and sprite_transmit_mode == “updaje”

Table B-2 -- Macroblock types and included data elements for a P-VOP (scalability && ref_select_code ==

‘11’)
VOP Type | mb_type Name not_coded | mcbpc | cbpy | dquant | MVD | MVD,,
P not coded - 1
P 0 INTER 1 1 1
P 1 INTER+Q 1 1 1 1
P 3 INTRA 1 1 1
P 4 INTRA+Q 1 1 1 1
P stuffing - 1 1
NOTE “1” means that the item is present in the macroblock
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Table B-3 -- VLC table for modb in combined motion-shape-texture coding

Code cbpb mb_type
1
01 1
00 1 1

© ISO/IEC

Table B-4 -- mb_type and included data elements in coded macroblocks in B-VOPs (ref_select_code !=
‘00’||scalability=="0") for combined motion-shape-texture coding

Table B-5

B.1.2 Macr

Table B-6

Code dquant mvd, mvd, mvdb mb_type
1 1 direct
01 1 1 1 interpolate mc+g
001 1 1 backward mc+q
0001 1 1 forward.mc+q

Code ==

DPs with

-- mb_type and included data elements in coded macroblocks in B-VOPs (ref_select_|
‘00’&&scalability!="0") for combined motion-shape-texture coding
Code dquant mvd, mvd, mb_type
01 1 1 interpolate mc+q
001 1 backward mc+q
1 1 1 forward mc+q
pblock pattern
- VLC table for mcbpc for I-VOPs in-€ombined-motion-shape-texture coding and S-V(
low_latence_sprite_enable==1 and sprite_transmit_mode=="piece”
Code mbtype chpc
(56)
1 3 00
001 3 01
010 3 10
011 3 11
0001 4 00
0000 01 4 01
0000 10 4 10
000011 4 11
0000 0000 1 Stuffing -

Table B-7 -- VLC table for mcbpc for P-VOPs in combined-motion-shape-texture and S-VOPs with
low_latence_sprite_enable==1 and sprite_transmit_mode=="update”

210

Code MB type cbpc

(56)

1 0 00
0011 0 01
0010 0 10
0001 01 0 11
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011 1 00
0000 111 1 01
0000 110 1 10
0000 0010 1 1 11
010 2 00
0000 101 2 01
0000 100 2 10
0000 0101 2 11
00011 3 00
0000 0100 3 01
0000 0011 3 10
0000 011 3 11
0001 00 4 00
0000 00100 4 01
0000 0001 1 4 10
0000 0001 0 4 11
0000 0000 1 Stuffing --

Table B-8 -- VLC table for cbpy in the case of four non-transparent macroblocks

Code cbpy(intra-MB) | cbpy(inter-MB),
(12 (12
34) 34)

0011 Q0 11
00 11

00101 00 11
01 10

0o100 00 11
10 01

1001 00 11
11 00

00011 01 10
00 11

0111 01 10
01 10

0000 10 01 10
10 01

1011 01 10
11 00

00010 10 01
00 11

0000 11 10 01
01 10

0101 10 01
10 01

1010 10 01
11 00

0100 11 00
00 11

1000 11 00
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Table B-9 -- VLC table for cbpy in the case of three non transparent blocks

01 10
0110 11 00
10 01
11 11 00
11 00

© ISO/IEC

B.1.3 Motign véector

Code chpy cbpy
(intra-MB) (inter-MB)
000001 001 110
00001 010 101
010 011 100
00010 100 011
00011 101 010
001 110 001
1 111 000

Table B-10 -- VLC table for cbpy in the case of two-non transparent blocks

Code chpy cbpy
(intra-MB) (inter-MB)
0001 00 11
001 01 10
01 10 01
1 11 00

Table B-11 -- VLC tablefor cbpy in the case of one non transparent block

Code

cbpy cbpy
(intra-MB) (inter-MB)

01

1

0

212

Table B-12 -- VLC table for MVD

Codes Vector differences
0000 0000 0010 1 -16
0000 0000 0011 1 -155
0000 0000 0101 -15
0000 0000 0111 -145
0000 0000 1001 -14
0000 0000 1011 -135
0000 0000 1101 -13
0000 0000 1111 -125
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0000 0001 001 -12
0000 0001 011 -11.5
0000 0001 101 -11
0000 0001 111 -10.5
0000 0010 001 -10
0000 0010 011 -9.5
0000 0010 101 -9
0000 0010 111 -8.5
0000 0011 001 -8
0000 0011 011 -7.5
0000 0011 101 -7
0000 0011 111 -6.5
0000 0100 001 -6
0000 0100 011 -5.5
0000 0100 11 -5
0000 0101 01 -4.5
0000 0101 11 -4
0000 0111 -3.5
0000 1001 -3
0000 1011 -2.5
0000 111 -2
00011 +1.5
0011 -1
011 -0.5
1 0
010 0.5
0010 1
00010 15
0000 110 2
000Q 1010 2.5
0000 1000 3
0000 0110 3.5
0000 0101 10 4
0000 0101 00 4.5
0000 0100 10 5
0000 0100 010 55
0000 0100 000 6
0000 0011 110 6.5
0000 0011 100 7
0000 0011 010 7.5
0000 0011 000 8
0000 0010 110 8.5
0000 0010 100 9
0000 0010 010 9.5
0000 0010 000 10
0000 0001 110 10.5
0000 0001 100 11
0000 0001 010 115
0000 0001 000 12
0000 0000 1110 125
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B.1.4 DCT coefficients

0000 0000 1100 13
0000 0000 1010 135
0000 0000 1000 14
0000 0000 0110 145
0000 0000 0100 15
0000 0000 0011 0 155
0000 0000 00100 16

\L
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Variable length code

dct_dc_size_luminance

011

11

10

010

001

0001

0000 1

0000 01

0000 001

0000 0001

O[N] |O|R]|WIN]|F|O

0000 0000 1

=
o

0000 0000 01

IR
[ERS

0000 0000 001

=
N

Table B-14 -- Variable.length codes for dct_dc_size_chrominance

Variable lengthicode

dct_dc_size_chrominance

11

10

01

001

0001

0000 1

0000 01

0000 001

0000 0001

0000 0000 1

OO IN[O|O|R_]|W|IN]|F|O

0000 0000 01

=
o

0000 0000 001

[N
[N

0000 0000 0001

=
N
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Table B-15 -- Differential DC additional codes

Additional code Differential DC Size
000000000000 t0 011121112111 * -2048 to -4095 12
00000000000 to 01111111111 * -1024 to -2047 11
0000000000 to 0111111111 * -512 to -1023 10
000000000 to 011111111 * -256 to -511 9
00000000 to 01111111 -255t0 -128 8
0000000 to 0111111 -127 to -64 7
000000 to 011111 -63 to -32 6
00000 to 01111 -31to -16 5
0000 to 0111 -151to0 -8 4
000 to 011 -7t0-4 3
00to 01 -3t0-2 2
0 -1 1
0 0
1 1 1
10to 11 2t0 3 2
100 to 111 4t07 3
1000 to 1111 8 to-15 4
10000 to 11111 16 te 31 5
100000 to 111111 32 to 63 6
1000000 to 1111111 64 to 127 7
10000000 to 11111111 128 to 255 8
100000000 to 111111111 * 256 to 511 9
1000000000 to 1111111111 512 to 1023 10
10000000000 t0 11111111211 * 1024 to 2047 11
100000000000 to 111112111111 * 2048 to 4095 12

In cases where dct_dc_size is greater than 8, marked * in Table B-15, a marker bit is inserted after thq
dct_dc_adglitional_code to prevent start'code emulations.

Table B-46=+ VLC Table for Intra Luminance and Chrominance TCOEF

VLC CODE LAST | RUN | LEVEL VLC CODE LAST | RUN | LEVEL
10p 0 0 1 0l11s 1 0 1
11111s 0 0 3 0000 1100 1s 0 11 1
01p1.01s 0 0 6 0000 0000 101s 1 0 6
0010 111s 0 0 9 0011 11s 1 1 1
0001 1111 s 0 0 10 0000 0000 100s 1 0 7
0001 0010 1s 0 0 13 0011 10s 1 2 1
0001 0010 Os 0 0 14 0011 01s 0 5 1
0000 1000 01s 0 0 17 0011 00s 1 0 2
0000 1000 00s 0 0 18 0010 011s 1 5 1
0000 0000 111s 0 0 21 0010 010s 0 6 1
0000 0000 110s 0 0 22 0010 001s 1 3 1
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0000 0100 000s 0 0 23 0010 000s 1 4 1
110s 0 0 2 0001 1010 s 1 9 1
0101 00s 0 1 2 0001 1001 s 0 8 1
0001 1110s 0 0 11 0001 1000 s 0 9 1
0000 0011 11s 0 0 19 00010111 s 0 10 1
0000 0100 001s 0 0 24 0001 0110s 1 0 3
0000 0101 0000s 0 0 25 0001 0101 s 1 6 1
1110 s 0 1 1 0001 0100 s 1 7 1
0001|1101 s 0 0 12 0001 0011 s 1 8 1
0000]0011 10s 0 0 20 0000 1100 0s 0 12 1
0000)0101 0001s 0 0 26 0000 1011 1s 1 0 4
0110)1s 0 0 4 0000 1011 Os 1 1 2
0001)0001 1s 0 0 15 0000 1010 1s 1 10 1
0000]0011 01s 0 1 7 0000 1010 0s 1 11 1
0110)0s 0 0 5 0000 1001 1s 1 12 1
00010001 0s 0 4 2 0000 1001 Bs 1 13 1
0000)0101 0010s 0 0 27 00001000 1s 1 14 1
0101|1s 0 2 1 0000 0001 11s 0 13 1
0000]0011 00s 0 2 4 0000 0001 10s 1 0 5
0000)0101 0011s 0 1 9 0000 0001 01s 1 1 3
0100]11s 0 0 7 0000 0001 00s 1 2 2
0000]0010 11s 0 3 4 0000 0100 100s 1 3 2
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VLC CODE LAST | RUN | LEVEL VLC CODE LAST RUN | LEVEL
0000 0101 0100s 0 6 3 0000 0100 101s 1 4 2
0100 10s 0 0 8 0000 0100 110s 1 15 1
0000 0010 10s 0 4 3 0000 0100 111s 1 16 1
0100 01s 0 3 1 0000 0101 1000s 0 14 1
0000 0010 01s 0 8 2 0000 0101 1001s 1 0 8
0100 00s 0 4 1 0000 0101 1010s 1 5 2
0090 0010 00s 0 5 3 0000 0101 1011s 1 6 2
OOllO 110s 0 1 3 0000 0101 1100s 1 17 1
00p0 0101 0101s 0 1 10 0000 0101 1101s 1 18 1
00|10 101s 0 2 2 0000 0101 1110s 1 19 1
OOllO 100s 0 7 1 0000 0101 1111s 1 20 1
00p1 1100 s 0 1 4 0000 011 escape
00p11011s 0 3 2
00p1 0000 1s 0 0 16
00p1 0000 0s 0 1 5
00p0 1111 1s 0 1 6
00p0 1111 Os 0 2 3
00p0 1110 1s 0 3 3
00p0 1110 0s 0 5 2
00p0 1101 1s 0 6 2
00p0 1101 Os 0 7 2
00p0 0100 010s 0 1 8
00p0 0100 011s 0 9 2
00p0 0101 0110s 0 2 5
00p0 0101 0%121s 0 7 3
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Table B-17 -- VLC table for Inter Lumimance and Chrominance TCOEF

VLC CODE LAST | RUN | LEVEL VLC CODE LAST RUN | LEVEL
10s 0 0 1 0111 s 1 0 1
1111s 0 0 2 0000 1100 1s 1 0 2
0101 01s 0 0 3 0000 0000 101s 1 0 3
0010 111s 0 0 4 0011 11s 1 1 1
0001 1111s 0 0 5 0000 0000 100s 1 1 2
0001 0010 1s 0 0 6 0011 10s 1 2 1
0001 0010 Os 0 0 7 0011 01s 1 3 1
000p 1000 01s 0 0 8 0011 00s 1 4 1
000p 1000 00s 0 0 9 0010 011s 1 5 1
000( 0000 111s 0 0 10 0010 010s 1 6 1
000( 0000 110s 0 0 11 0010 001s 1 7 1
000( 0100 000s 0 0 12 0010 000s 1 8 1
110s 0 1 1 0001 1010s 1 9 1
(101 00s 0 1 2 0001 1002 s 1 10 1
00p1 1110s 0 1 3 00011000 s 1 11 1
000p 0011 11s 0 1 4 0001 0111 s 1 12 1
000( 0100 001s 0 1 5 0001 0110 s 1 13 1
00000101 0000s 0 1 6 0001 0101 s 1 14 1
1110s 0 2 T 0001 0100 s 1 15 1
00p1 1101 s 0 2 2 0001 0011 s 1 16 1
000p 0011 10s 0 2 3 0000 1100 0s 1 17 1
0000[(0101 0001s 0 2 4 0000 1011 1s 1 18 1
D110 1s 0 3 1 0000 1011 Os 1 19 1
0001 0001 1s 0 3 2 0000 1010 1s 1 20 1
000p 0011 01s 0 3 3 0000 1010 Os 1 21 1
D14.0,0s 0 4 1 0000 1001 1s 1 22 1
0001 0001 Os 0 4 2 0000 1001 Os 1 23 1
0000 0101 0010s 0 4 3 0000 1000 1s 1 24 1
0101 1s 0 5 1 0000 0001 11s 1 25 1
0000 0011 00s 0 5 2 0000 0001 10s 1 26 1
0000 0101 0011s 0 5 3 0000 0001 01s 1 27 1
0100 11s 0 6 1 0000 0001 00s 1 28 1
0000 0010 11s 0 6 2 0000 0100 100s 1 29 1
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0000 0101 0100s 0 6 3 0000 0100 101s 1 30 1
0100 10s 0 7 1 0000 0100 110s 1 31 1
0000 0010 10s 0 7 2 0000 0100 111s 1 32 1
0100 01s 0 8 1 0000 0101 1000s 1 33 1
0000 0010 01s 0 8 2 0000 0101 1001s 1 34 1
0100 00s 0 9 1 0000 0101 1010s 1 35 1
0000 0010 00s 0 9 2 0000 0101 1011s 1 36 1
0010 110s 0 10 1 0000 0101 1100s 1 37 1
0000 0101 0101s 0 10 2 0000 0101 1101s 1 38 1
0010 101s 0 11 1 0000 0101 1110s 1 39 1
0010 100s 0 12 1 0000 0101 1111s 1 40 1
0001 1100 s 0 13 1 0000 011 escape
0001 1011 s 0 14 1
(|)001 0000 1s 0 15 1
+001 0000 0s 0 16 1
+OOO 1111 1s 0 17 1
4)000 1111 0s 0 18 1
4)000 1110 1s 0 19 1
+OOO 1110 Os 0 20 1
4)000 1101 1s 0 21 1
4)000 1101 0s 0 22 1
04)00 0100 010s 0 23 1
O(l)OO 0100 011s 0 24 1
0000 0101 0110s 0 25 1
0000 0101 0111s 0 26 1
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Table B-18 -- FLC table for RUNS and LEVELS

© ISO/IEC

Code Run Code Level
000000 |O forbidden -2048
000001 |1 1000 0000 0001 | -2047
000010 |2

11111111 1110 | -2
1111 11111111 | -1
111111 | 63 forbidden 0
0000 0000 0001 |1
0000 0000 0010 | 2
0111 1111 1111 | 2047

Table B-19 -- ESCL(a), LMAX values of intra maetroblocks

LAST RUN LMAX LAST RUN LMAX
0 0 27 X 0 8
0 1 10 1 1 3
0 2 5 1 2-6 2
0 3 4 1 7-20 1
0 4-7 3 1 others N/A
0 8-9 2
0 10-14 1
0 others N/A
Table B-20 -- ESCL(b), LMAX values of inter macroblocks
LAST RUN LMAX LAST RUN LMAX
0 0 12 1 0 3
6 T 6 T T 2
0 2 4 1 2-40 1
0 3-6 3 1 others N/A
0 7-10 2
0 11-26 1
0 others N/A
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Table B-21 -- ESCR(a), RMAX values of intra macroblocks

ESCAPE dode is added at the heginning and the end of these fixed-length codes for realizing two-w
shown belpw. A marker bit issinserted before and after the 11-bit-LEVEL in order to avoid the r¢

LAST LEVEL RMAX LAST LEVEL RMAX
0 1 14 1 1 20
0 2 9 1 2 6
0 3 7 1 3 1
0 4 3 1 4-8 0
0 5 2 1 others N/A
0 6-10 1
0 11-27 0
0 others N/A
Table B-22 -- ESCR(b), RMAX values of inter macroblock’s
LAST LEVEL RMAX LAST LEVEL RMAX
0 1 26 1 1 40
0 2 10 1 2 1
0 3 6 1 3 0
0 4 2 1 others N/A
0 5-6 1
0 7-12 0
0 others N/A

Table B-23 -- RVLC table for TCOEF

hy decode as
bSync_marker

emulation.
ESCAPE | LAST RUN marker bit] LEVEL marker bit] ESCAPE
00001 X XXXXXX XXXXXXXXXXX 1 0000s
NOTE Th T arc tVVU typca fUI ESCAPE addcd at thc Clld Uf thCDC ﬁ)\cd‘kllgth bUdCb, dl Id bUdCVVUId
Also, S=0 : LEVEL is positive and S=1 : LEVEL is negative.
intra inter
INDEX |LAST | RUN [LEVEL | LAST | RUN [LEVEL|BITS|VLC_CODE
0 0 0 1 0 0 1 4 |110s
1 0 0 2 0 1 1 4 |111s
2 0 1 1 0 0 2 5 ]0001s
3 0 0 3 0 2 1 5 ]1010s

are “0000s”.
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4 1 0 1 1 0 1 5 [1011s

5 0 2 1 0 0 3 6 |00100s

6 0 3 1 0 3 1 6 |00101s

7 0 1 2 0 4 1 6 |01000s

8 0 0 4 0 5 1 6 |01001s

9 1 1 1 1 1 1 6 |10010s
10 1 2 1 1 2 1 6 |10011s
11 0 4 1 0 1 2 7 1001100s
12 0 5 1 0 6 1 7 1001101s
13 0 0 5 0 7 1 7 1010100s
14 0 0 6 0 8 1 7 1010101s
15 1 3 1 1 3 1 7 1011000s
16 1 4 1 1 4 1 7 1011001s
17 1 5 1 1 5 1 7 1100010s
18 1 6 1 1 6 1 7~.J100011s
19 0 6 1 0 0 4 8 |0011100s
20 0 7 1 0 2 2 8 |0011101s
21 0 2 2 0 9 1 8 ]0101100s
22 0 1 3 0 10 1 8 ]0101101s
23 0 0 7 0 11 1 8 ]0110100s
24 1 7 1 1 7 1 8 ]0110101s
25 1 8 1 1 8 1 8 ]0111000s
26 1 9 1 1 9 1 8 ]0111001s
27 1 10 1 1 10 1 8 ]1000010s
28 1 11 1 1 11 1 8 |1000011s
29 0 8 1 0 0 5 9 1]00111100s
30 0 9 1 0 0 6 9 ]00111101s
31 0 3 2 0 1 3 9 1]01011100s
32 0 4 2 0 3 2 9 ]01011101s
33 0 1 4 0 4 2 9 1]01101100s
34 0 1 5 0 12 1 9 ]01101101s
35 0 0 8 0 13 1 9 1]01110100s
36 0 0 9 0 14 1 9 ]01110101s
37 1 0 2 1 0 2 9 1]01111000s
38 1 12 1 1 12 1 9 ]01111001s
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39 1 13 1 1 13 1 9 [10000010s

40 1 14 1 1 14 1 9 [10000011s

41 0 10 1 0 0 7 10 (001111100s
42 0 5 2 0 1 4 10 (001111101s
43 0 2 3 0 2 3 10 (010111100s
44 0 3 3 0 5 2 10 (010111101s
45 0 1 6 0 15 1 10 (011011100s
46 0 0 10 0 16 1 10 (011011101s
47 0 0 11 0 17 1 10 (011101100s
48 1 1 2 1 1 2 10 (011101101s
49 1 15 1 1 15 1 10 (011110100s
50 1 16 1 1 16 1 10 (011110%01s
51 1 17 1 1 17 1 10 (011111000s
52 1 18 1 1 18 1 10,-J011111001s
53 1 19 1 1 19 1 10’ |100000010s
54 1 20 1 1 20 1 10 (100000011s
55 0 11 1 0 0 8 11 (0011111100s
56 0 12 1 0 0 9 11 (0011111101s
57 0 6 2 0 1 5 11 (0101111100s
58 0 7 2 0 3 3 11 (0101111101s
59 0 8 2 0 6 2 11 (0110111100s
60 0 4 3 0 7 2 11 (0110111101s
61 0 2 4 0 8 2 11 (0111011100s
62 0 1 7 0 9 2 11 (0111011101s
63 0 0 12 0 18 1 11 (0111101100s
64 0 0 13 0 19 1 11 (0111101101s
65 0 0 14 0 20 1 11 (0111110100s
66 1 21 1 1 21 1 11 (0111110101s
67 1 22 1 1 22 1 11 (0111111000s
68 1 23 1 1 23 1 11 (0111111001s
69 1 24 1 1 24 1 11 {1000000010s
70 1 25 1 1 25 1 11 {1000000011s
71 0 13 1 0 0 10 12 (00111111100s
72 0 9 2 0 0 11 12 (00111111101s
73 0 5 3 0 1 6 12 (01011111100s
74 0 6 3 0 2 4 12 (01011111101s
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75 0 7 3 0 4 3 12 |01101111100s
76 0 3 4 0 5 3 12 |01101111101s
77 0 2 5 0 10 2 12 |01110111100s
78 0 2 6 0 21 1 12 |01110111101s
79 0 1 8 0 22 1 12 |01111011100s
80 0 1 9 0 23 1 12 |01111011101s
81 0 0 15 0 24 1 12 |01111101100s
82 0 0 16 0 25 1 12 |01111101101s
83 0 0 17 0 26 1 12 |01111110100s
84 1 0 3 1 0 3 12 |01111110101s
85 1 2 2 1 2 2 12 |01111111000s
86 1 26 1 1 26 1 12 |01111111001s
87 1 27 1 1 27 1 12 |1000Q0Q0010s
88 1 28 1 1 28 1 12 |10000000011s
89 0 10 2 0 0 12 13,7001111111100s
90 0 4 4 0 1 7 13 |001111111101s
91 0 5 4 0 2 5 13 |010111111100s
92 0 6 4 0 3 4 13 |010111111101s
93 0 3 5 0 6 3 13 |011011111100s
94 0 4 5 0 7 3 13 |011011111101s
95 0 1 10 0 11 2 13 |011101111100s
96 0 0 18 0 27 1 13 |011101111101s
97 0 0 19 0 28 1 13 |011110111100s
98 0 0 22 0 29 1 13 |011110111101s
99 1 1 3 1 1 3 13 |011111011100s
100 1 3 2 1 3 2 13 |011111011101s
101 1 4 2 1 4 2 13 |011111101100s
102 1 29 1 1 29 1 13 |011111101101s
103 1 30 1 1 30 1 13 |011111110100s
104 1 31 1 1 31 1 13 |011111110101s
105 1 32 1 1 32 1 13 |011111111000s
106 1 33 1 1 33 1 13 |011111111001s
107 1 34 1 1 34 1 13 [100000000010s
108 1 35 1 1 35 1 13 |100000000011s
109 0 14 1 0 0 13 14 |0011111111100s
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110 0 15 1 0 0 14 14 (0011111111101s
111 0 11 2 0 0 15 14 (0101111111100s
112 0 8 3 0 0 16 14 (0101111111101s
113 0 9 3 0 1 8 14 (0110111111100s
114 0 7 4 0 3 5 14 (0110111111101s
115 0 3 6 0 4 4 14 (0111011111100s
116 0 2 7 0 5 4 14 (0111011111101s
117 0 2 8 0 8 3 14 (0111101111100s
118 0 2 9 0 12 2 14 (0111101111101s
119 0 1 11 0 30 1 14 (0111110111100s
120 0 0 20 0 31 1 14 (0111110111201s
121 0 0 21 0 32 1 14 (0111111011100s
122 0 0 23 0 33 1 14 (0111111011101s
123 1 0 4 1 0 4 14.]10111111101100s
124 1 5 2 1 5 2 14 (0111111101101s
125 1 6 2 1 6 2 14 (0111111110100s
126 1 7 2 1 7 2 14 (0111111110101s
127 1 8 2 1 8 2 14 (0111111111000s
128 1 9 2 1 9 2 14 (0111111111001s
129 1 36 1 I 36 1 14 {1000000000010s
130 1 37 1 1 37 1 14 {1000000000011s
131 0 16 1 0 0 17 15 (00111111111100s
132 0 17 1 0 0 18 15 (00111111111101s
133 0 18 1 0 1 9 15 (01011111111100s
134 0 8 4 0 1 10 15 (01011111111101s
135 0 5 5 0 2 6 15 (01101111111100s
136 0 4 6 0 2 7 15 (01101111111101s
137 0 5 6 0 3 6 15 (01110111111100s
138 0 3 7 0 6 4 15 (01110111111101s
139 0 3 8 0 9 3 15 (01111011111100s
140 0 2 10 0 13 2 15 (01111011111101s
141 0 2 11 0 14 2 15 (01111101111100s
142 0 1 12 0 15 2 15 (01111101111101s
143 0 1 13 0 16 2 15 (01111110111100s
144 0 0 24 0 34 1 15 (01111110111101s
145 0 0 25 0 35 1 15 (01111111011100s
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146 0 0 26 0 36 1 15 |01111111011101s
147 1 0 5 1 0 5 15 |01111111101100s
148 1 1 4 1 1 4 15 |01111111101101s
149 1 10 2 1 10 2 15 |01111111110100s
150 1 11 2 1 11 2 15 |01111111110101s
151 1 12 2 1 12 2 15 |01111111111000s
152 1 38 1 1 38 1 15 |01111111111001s
153 1 39 1 1 39 1 15 |10000000000010s
154 1 40 1 1 40 1 15 |10000000000011s
155 0 0 27 0 0 19 16 |001111111111100s
156 0 3 9 0 3 7 16 |001111111111¢01s
157 0 6 5 0 4 5 16 [010111111191100s
158 0 7 5 0 7 4 16 |010111111111101s
159 0 9 4 0 17 2 16 |011011111111100s
160 0 12 2 0 37 1 16,7011011111111101s
161 0 19 1 0 38 1 16 [011101111111100s
162 1 1 5 1 1 5 16 |011101111111101s
163 1 2 3 1 2 3 16 [011110111111100s
164 1 13 2 1 13 2 16 |011110111111101s
165 1 41 1 1 41 1 16 [011111011111100s
166 1 42 1 1 42 1 16 [011111011111101s
167 1 43 1 1 43 1 16 [011111101111100s
168 1 44 1 1 44 1 16 [011111101111101s
169 ESCAPE 5 ]0000s

Table B-24 -- FLC table for RUN

RUN CODE
0 000000

1 000001

2 000010
63 111111
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Table B-25 -- FLC table for LEVEL
LEVEL CODE
0 FORBIDDEN
1 00000000001
2 00000000010
2047 11111111111
B.1.5 Shape Coding

Table B-26 -- Meaning of shape mode

Index | Shape mode

= “MVDs==0 && No Update”

= “MVDs!=0 && No Update”

transparent

“intraCAE"

“interCAE && MVDs==0"

0
1
2
3 opaque
4
5
6

“interCAE"&& MVDs!=0"

Table B-27 -- bab_type for I-VOP

Index (2) (3) 4) Index (2) 3 (4)
0 1 001 |01 41 001 |01 1

1 001 |01 1 42 1 01 001
2 01 001 |1 43 001 |1 01
3 1 001 |01 44 001 |01 1

4 1 01 001 |45 1 01 001
5 1 01 001 |46 001 |01 1

6 T 00T | OI a7 0T 00T | I

7 1 01 001 |48 1 01 001
8 01 001 |1 49 001 |01 1

9 001 |01 1 50 01 001 |1
10 1 01 001 |51 1 001 |01
11 1 01 001 |52 001 |1 01
12 001 |01 1 53 01 001 |1
13 1 01 001 |54 1 001 |01
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14 01 1 001 |55 01 001 |1
15 001 (01 1 56 01 001 |1
16 1 01 001 |57 1 01 001
17 1 01 001 |58 1 01 001
18 01 001 (1 59 1 01 001
19 1 01 001 |60 1 01 001
20 001 (01 1 61 1 01 001
21 01 001 (1 62 01 001 |1
22 1 01 001 |63 1 01 001
23 001 (01 1 64 001 |01 1
24 01 001 (1 65 001 (01 1
25 001 (01 1 66 01 001 |1
26 001 (01 1 67 001 |1 01
27 1 01 001 |68 001 |1 01
28 1 01 001 |69 01 001 |1
29 1 01 001 (70 00 |1 01
30 1 01 001 (71 001 |01 1
31 1 01 001 |72 1 001 |01
32 1 01 001.~{</3 001 |01 1
33 1 01 001 |74 01 001 |1
34 1 01 001 |75 01 001 |1
35 001 (o1 1 76 001 |1 01
36 1 01 001 |77 001 |01 1
37 001 (01 1 78 1 001 |01
38 001 (01 1 79 001 |1 01
39 1 01 001 |80 001 |01 1
40 001 (1 01



https://iecnorm.com/api/?name=42e96055e0a857137b291f45b0f3a2a3

© ISO/IEC ISO/IEC 14496-2:1999(E)
Table B-28 -- bab_type for P-VOP and B-VOP
bab_type in current VOP (n)
0 1 2 3 4 5 6
0 1 01 00001 000001 | 0001 0010 0011
bab_type 1 01 1 00001 000001 | 001 0000001 | 0001
in previous |2 0001 001 1 000001 |01 0000001 | 00001
VOP(n-1) 3 1 0001 000001 | 001 01 0000001 | 00001
4 011 001 0001 00001 1 000001 010
5 01 0001 00001 000001 | 001 11 10
6 001 0001 00001 000001 |01 10 11

Table B-29 -- VLC table for MVDs

MVDs Codes

0 0

+1 10s

12 110s

13 1110s

+4 11110s

15 111210s

16 1111110s

+7 11111110s

18 111111110s

+9 1111111110s

+10 11111111110s

+11 111111111110s

+12 1111111111110s
+13 11111111111110s
+14 111111111111110s
+15 1111111111111110s
116 11111111111111110s

Table B-30 -- VLC table for MVDs (Horizontal element is 0)

MVDs Codes
+1 Os

+2 10s

13 110s
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These tables
CAE. All prob

As an examp

+4 1110s

5 11110s

+6 111110s

+7 1111110s

18 11111110s

19 111111110s

+10 1111111110s

+11 11111111110s

+12 111111111110s

+13 1111111111110s
+14 11111111111110s
+15 111111111111110s
+16 1111111111111110s
s: sign bit (if MVDs is positive s="1", otherwise s=70.).

Table B-31 -- VLC for conv{ratio

conv_ratio | Code

1 0
2 10
4 11

contain the probabilities for.a-binary alpha pixel being equal to O for intra and inter shape c@ding using

abilities are normalised to.the range [1,65535].

e, given an INTRA-context number C, the probability that the pixel is zero is given by intra_grob[C].

Table B-32 -- Probabilities for arithmetic decoding of shape

USInt intra|

| prob[1024] = {

65267,164

8,65003,17912,64573,8556,64252,5653,40174,3932,29789,277,45152,1140,32768,2043;

4499,80,6554,1144,21065,465,32768,799,5482,183,7282,264,5336,99,6554,563,
54784,30201,58254,9879,54613,3069,32768,58495,32768,32768,32768,2849,58982,54613,32768,12892,
31006,1332,49152,3287,60075,350,32768,712,39322,760,32768,354,52659,432,61854,150,
64999,28362,65323,42521,63572,32768,63677,18319,4910,32768,64238,434,53248,32768,61865,13590,
16384,32768,13107,333,32768,32768,32768,32768,32768,32768,1074,780,25058,5461,6697,233,
62949,30247,63702,24638,59578,32768,32768,42257,32768,32768,49152,546,62557,32768,54613,19258,
62405,32569,64600,865,60495,10923,32768,898,34193,24576,64111,341,47492,5231,55474,591,
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65114,60075,64080,5334,65448,61882,64543,13209,54906,16384,35289,4933,48645,9614,55351,7318,
49807,54613,32768,32768,50972,32768,32768,32768,15159,1928,2048,171,3093,8,6096,74,
32768,60855,32768,32768,32768,32768,32768,32768,32768,32768,32768,32768,32768,55454,32768,57672,
32768,16384,32768,21845,32768,32768,32768,32768,32768,32768,32768,5041,28440,91,32768,45,
65124,10923,64874,5041,65429,57344,63435,48060,61440,32768,63488,24887,59688,3277,63918,14021,
32768,32768,32768,32768,32768,32768,32768,32768,690,32768,32768,1456,32768,32768,8192,728,
32768,32768,58982,17944,65237,54613,32768,2242,32768,32768,32768,42130,49152,57344,58254,16740,
32768,10923,54613,182,32768,32768,32768,7282,49152,32768,32768,5041,63295,1394,55188,77,

63672,6954,54613,49152,64558,32768,32768,5461,64142,32768,32768,32768,62415,32768,32768,16384,
1481,438,19661,840,33654,3121,64425,6554,4178,2048,32768,2260,5226,1680,32768,565,
60075,32768,32768,32768,32768,32768,32768,32768,32768,32768,32768,32768,32768,32768,32768,32768,
16384,261,32768,412,16384,636,32768,4369,23406,4328,32768,524,15604,560,32768)676,
49152,32768,49152,32768,32768,32768,64572,32768,32768,32768,54613,32768,32768,32768,32768,32768,
4681,32768,5617,851,32768,32768,59578,32768,32768,32768,3121,3121,49152,32768,6554,10928,
32768,32768,54613,14043,32768,32768,32768,3449,32768,32768,32768,32768,32768,32768,327G8,32768,
57344,32768,57344,3449,32768,32768,32768,3855,58982,10923,32768,239,62259,32768,49152,8%,
58778,28831,62888,20922,64311,8192,60075,575,59714,32768¢57344,40960,62107,4096,61943,3921,
39862,1$338,32768,1524,45123,5958,32768,58982,6669,930,1170,1043,7385,44,8813,5011,
59578,29789,54613,32768,32768,32768,32768,32768,32768,32768,32768,32768,58254,56174,32768,32768,
64080,2$891,49152,22528,32768,2731,32768,10923,10923,3283,32768,1748,17827,77,32768,108
62805,32768,62013,42612,32768,32768,61681,16384,58982,60075,62313,58982,65279,58982,62694,62174,
32768,32768,10923,950,32768,32768,32768,32768,5958,32768,38551,1092,11012,39322,13705,2072,
54613,32768,32768,11398,32768,32768,32768,145,32768,32768,32768,29789,60855,32768,61681,54792,
32768,32768,32768,17348,32768,32768,32768,8192,57344,16384,32768,3582,52581,580,24030,303,
62673,37266,65374,6197,62017,32768,49152,299,54613,32768,32768,32768,35234,119,32768,38%5,
31949,32768,32768,49152/16384,32768,32768,32768,24576,32768,49152,32768,17476,32768,32768,57445,
51200,50864,54613,27949,60075,20480,32768,57344,32768,32768,32768,32768,32768,45875,32768,32768,
11498,3244,24576,482,16384,1150,32768,16384,7992,215,32768,1150,23593,927,32768,993,
65353,32768,65465,46741,41870,32768,64596,59578,62087,32768,12619,23406,11833,32768,47720,17476,

32768,32768,2621,6554,32768,32768,32768,32768,32768,32768,5041,32768,16384,32768,4096,2731,
63212,43526,65442,47124,65410,35747,60304,55858,60855,58982,60075,19859,35747,63015,64470,25432,
58689,1118,64717,1339,24576,32768,32768,1257,53297,1928,32768,33,52067,3511,62861,453,
64613,32768,32768,32768,64558,32768,32768,2731,49152,32768,32768,32768,61534,32768,32768,35747,
32768,32768,32768,32768,13107,32768,32768,32768,32768,32768,32768,32768,20480,32768,32768,32768,
32768,32768,32768,54613,40960,5041,32768,32768,32768,32768,32768,3277,64263,57592,32768,3121,
32768,32768,32768,32768,32768,10923,32768,32768,32768,8192,32768,32768,5461,6899,32768,1725,
63351,3855,63608,29127,62415,7282,64626,60855,32768,32768,60075,5958,44961,32768,61866,53718,
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32768,32768,32768,32768,32768,32768,6554,32768,32768,32768,32768,32768,2521,978,32768,1489,
58254,32768,58982,61745,21845,32768,54613,58655,60075,32768,49152,16274,50412,64344,61643,43987,
32768,32768,32768,1638,32768,32768,32768,24966,54613,32768,32768,2427,46951,32768,17970,654,
65385,27307,60075,26472,64479,32768,32768,4681,61895,32768,32768,16384,58254,32768,32768,6554,
37630,3277,54613,6554,4965,5958,4681,32768,42765,16384,32768,21845,22827,16384,32768,6554,
65297,64769,60855,12743,63195,16384,32768,37942,32768,32768,32768,32768,60075,32768,62087,54613,
41764,2161,21845,1836,17284,5424,10923,1680,11019,555,32768,431,39819,907,32768,171,
65480,32768,64435,33803,2595,32768,57041,32768,61167,32768,32768,32768,32768,32768,32768,1796,

60855,32768,17246,978,32768,32768,8192,32768,32768,32768,14043,2849,32768,2979,6554,6554,
65507,62415,65384,61891,65273,58982,65461,55097,32768,32768,32768,55606,32768,2979,3745,16913,
61885,13827,60893,12196,60855,53248,51493,11243,56656,783,55563,143,63432,7106,52429,445,
65485,1031,65020,1380,65180,57344,65162,36536,61154,6554,26569,2341,63593,3449,65102,533,
47827,2913,57344,3449,35688,1337,32768,22938,25012,910,7944,1008,29319,607,64466,4202,
64549,573(01,49152,20025,63351,61167,32768,45542,58982,14564,32768,9362,61895,44840,32768,26385,
59664,17135,60855,13291,40050,12252,32768,7816,25798,1850,60495,2662,18707,122,52538,231,
65332,32768,65210,21693,65113,6554,65141,39667,62259,32768,22258,1337,63636,32768,64255,52429,
60362,32768,6780,819,16384,32768,16384,4681,49152,32768,8985,2521,24410,683,21535,16585,

65416,46091,65292,58328,64626,32768,65016,39897,62687,47332,62805,28948,64284,53620,52870,49567,

65032,31174,63022,28312,64299,46811,48009,31453,61207,7077,50299,1514,60047,2634,46488,23%
3

USInt inter [ prob[512] = {

65532,629710,65148,54613,62470,8192,62577,8937,65480,64335,65195,53248,65322,62518,62891,38312,

65075,534
63000,983

5,63980,58982,32768,32768,54613,32768,65238,60009,60075,32768,59294,19661,61203,13107,

,62566,58982,11565;32768,25215,3277,53620,50972,63109,43691,54613,32768,39671,17129,

© ISO/IEC

59788,606
23130,728
36285,125
10175,297

,43336,27913,6554,32768,12178,1771,56174,49152,60075,43691,58254,16384,49152,9930,

,40960,32768,10923,32768,32768,32768,27307,32768,32768,32768,32768,32768,32768,32768,
1,10923,32768,45875,16384,32768,32768,16384,23831,4369,32768,8192,10923,32768,32768,

,X8978,10923,54613,32768,6242,6554,1820,10923,32768,32768,32768,32768,32768,5461,

28459,593,

11886,2030,3121,4681,1292,112,42130,23831,49152,29127,32768,6554,5461,2048,

65331,64600,63811,63314,42130,19661,49152,32768,65417,64609,62415,64617,64276,44256,61068,36713,
64887,57525,53620,61375,32768,8192,57344,6554,63608,49809,49152,62623,32768,15851,58982,34162,
55454,51739,64406,64047,32768,32768,7282,32768,49152,58756,62805,64990,32768,14895,16384,19418,
57929,24966,58689,31832,32768,16384,10923,6554,54613,42882,57344,64238,58982,10082,20165,20339,
62687,15061,32768,10923,32768,10923,32768,16384,59578,34427,32768,16384,32768,7825,32768,7282,
58052,23400,32768,5041,32768,2849,32768,32768,47663,15073,57344,4096,32768,1176,32768,1320,
24858,410,24576,923,32768,16384,16384,5461,16384,1365,32768,5461,32768,5699,8192,13107,

232
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46884,2361,23559,424,19661,712,655,182,58637,2094,49152,9362,8192,85,32768,1228,
65486,49152,65186,49152,61320,32768,57088,25206,65352,63047,62623,49152,64641,62165,58986,18304,
64171,16384,60855,54613,42130,32768,61335,32768,58254,58982,49152,32768,60985,35289,64520,31554,
51067,32768,64074,32768,40330,32768,34526,4096,60855,32768,63109,58254,57672,16384,31009,2567,
23406,32768,44620,10923,32768,32768,32099,10923,49152,49152,54613,60075,63422,54613,46388,39719,
58982,32768,54613,32768,14247,32768,22938,5041,32768,49152,32768,32768,25321,6144,29127,10999,
41263,32768,46811,32768,267,4096,426,16384,32768,19275,49152,32768,1008,1437,5767,11275,
5595,5461,37493,6554,4681,32768,6147,1560,38229,10923,32768,40960,35747,2521,5999,312,

17052,2$21,18808,3641,213,2427,574,32,51493,42130,42130,53053,11155,312,2069,106,
64406,45197,58982,32768,32768,16384,40960,36864,65336,64244,60075,61681,65269,50748,60340,20515,
58982,28406,57344,32768,6554,16384,19661,61564,60855,47480,32768,54613,46811,21701,54909,37826,
32768,58982,60855,60855,32768,32768,39322,49152,57344,45875,60855,55706,32768,24576,62313,25038,
54613,8192,49152,10923,32768,32768,32768,32768,32768,19661,16384,5149332768,14043,40050,44651,
59578,5174,32768,6554,32768,5461,23593,5461,63608,51825,32768,23831,58887,24032,57170,3298,
39322,12971,16384,49152,1872,618,13107,2114,58982,25705,32768,60075,28913,949,18312,1815,
48188,114,51493,1542,5461,3855,11360,1163,58982,7215,54613,21487,49152,4590,48430,1421,
28944,1819,6868,324,1456,232,820,7,61681,1864,60855,9922,4369,315,6589,14

3

B.1.6 Sprite Coding

Table B-33 -- Cade table for the first trajectory point

dmv value SSS VLC dmv_code
-16383 ... -8192, 8192 ... 16383 14 111112111110 00000000000000...01112111213111,
10000000000000...1111111111p111
-8191 ... -4096, 4096 .( 8191 13 11111111110 0000000000000...01111111112111,
1000000000000...1111111111p011
-409% ... -2048,2048 ... 4095 12 1111111110 000000000000...0111112111131,
100000000000...1111111121p1
-20A7.,£1024, 1024...2047 11 111111110 00000000000...011111121117%,
10000000000...11111111121¢
-1023...-512, 512...1023 10 11111110 0000000000...0111211111,
1000000000...1111111111
-511...-256, 256...511 9 1111110 000000000...011111111,
100000000...1111111211
-255...-128, 128...255 8 111110 00000000...01111111, 10000000...11111111
-127...-64, 64...127 7 11110 0000000...0111111, 1000000...1111111
-63...-32, 32...63 6 1110 000000...011111, 100000...111111
-31...-16, 16...31 5 110 00000...01111, 10000...1111
-15...-8, 8...15 4 101 0000...0111, 1000...1111
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-7.-4,4..7 3 100 000...011, 100...111
-3..-2,2..3 2 011 00...01, 10...11
-1,1 1 010 0,1
0 0 00 -

Table B-34 -- Code table for scaled brightness change factor

brightness_change_ | brightness_ brightness_ brightness_change_factor
factor value change_factor_ | change_factor_
tergth-vatue tergth—v€E

-16...-1, 1...16 1 0 00000...01111, 10000...11111

-48...-17, 17...48 2 10 000000...011111, 100000111111

112...-49, 49...112 3 110 0000000...0111111,
1000000...1111111

113...624 4 1110 000000000...411111111

625...1648 4 1111 0000000000+..1111111111

B.1.7 DCT pased facial object decoding

Table B-35 -- Viseme_select_table, 29 symbols

symbol | bits code symbol | bits code symbol | bits code
D 6 001000 | 10 6 010001 | 20 6 010000
l 6 001001 |11 6 011001 |21 6 010010
D 6 001011 |12 5 00001 22 6 011010
B 6 001101, (13 6 011101 | 23 5 00010
2 6 001114 | 14 1 1 24 6 011110
b 6 040111 | 15 6 010101 | 25 6 010110

6 011111 | 16 6 010100 | 26 6 001110
7 5 00011 17 6 011100 | 27 6 001100
B 6 011011 | 18 5 00000 28 6 001010
D 6 010011 | 19 6 011000

Table B-36 --Expression_select_table, 13 symbols

symbol | bits | code symbol | bits | code | symbol | bits | code
0 5 01000 |5 4 0011 10 5 01110
1 5 01001 | 6 1 1 11 5 01100
2 5 01011 |7 4 0001 12 5 01010
3 5 01101 |8 4 0000
4 5 01111 | 9 4 0010
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symbol | bits | code symbol | bits [code symbol |bits |code

0 17 |10010001101010010 |43 16 |1001000110100111 |86 16 |1001000110100110
1 17 |10010001101010011 |44 8 10011100 87 16 |1001000110100100
2 17 |10010001101010101 |45 11 | 10010001111 88 16 |1001000110100010
3 17 |10010001101010111 |46 9 100100010 89 16 |1001000110100000
4 17 |10010001101011001 |47 10 |1110001011 90 16 |1001000110011110
5 17 |10010001101011011 |48 9 100011011 91 16 |1001000110011100
6 17 |10010001101011101 |49 10 |1110001001 92 16 |1001000110011010
7 17 |10010001101011111 |50 9 100011010 93 16 | 100100(0110011000
8 17 |10010001101100001 |51 9 100111010 94 16. ,|1001000110010110
9 17 |10010001101100011 |52 10 |1110001000 95 16 |1001000110010100
10 17 |10010001101100101 |53 7 1000111 96 16 |1001000110010010
11 17 | 10010001101100111 |54 7 1000010 97 16 |100100(0110010000
12 17 |10010001101101001 |55 8 10010000 98 16 |1001000110001110
13 17 | 10010001101101011 |56 7 1001111 99 16 |100100(0110001100
14 17 |10010001101101101 |57 7 1110000 100 16 |1001000110001010
15 17 | 10010001101101111 |58 6 100000 101 16 |100100(0110001000
16 17 |10010001101110001 |59 6 100101 102 16 |1001000110000110
17 17 | 10010001101110011 |60 6 111010 103 16 |100100(0110000100
18 17 |10010001101110111 |61 5 11111 104 16 |100100(0110000010
19 17 |10010001101111001 |62 3 101 105 16 |100100(0110000000
20 17 | 10010001101111011(|63 1 0 106 17 |10010001101111110
21 17 |10010001101111101 |64 3 110 107 17 |10010001101111100
22 17 | 10010001101111111 |65 5 11110 108 17 |10010001101111010
23 16 | 1001000%30000001 |66 6 111001 109 17 |10010001101111000
24 1¢ | 1001000110000011 |67 6 111011 110 17 |10010001101110110
25 16 {1601000110000101 |68 6 100010 111 17 |10010001101110010
26 1 T100100011000011T |69 7 1001100 112 17 |10010001101110000
27 16 |1001000110001001 |70 7 1001001 113 17 |10010001101101110
28 16 |1001000110001011 |71 7 1001101 114 17 |10010001101101100
29 16 |1001000110001101 |72 8 10001100 115 17 |10010001101101010
30 16 |1001000110001111 |73 8 10000111 116 17 |10010001101101000
31 16 |1001000110010001 |74 8 10000110 117 17 |10010001101100110
32 16 |1001000110010011 |75 17 |10010001101110100 | 118 17 |10010001101100100
33 16 |1001000110010101 |76 9 111000110 119 17 |10010001101100010
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34 16 |1001000110010111 |77 11 11100010100 120 17 |10010001101100000
35 16 |1001000110011001 |78 11 10011101111 121 17 |10010001101011110
36 16 |1001000110011011 |79 17 10010001101110101 | 122 17 |10010001101011100
37 16 |1001000110011101 |80 10 1001110110 123 17 |10010001101011010
38 16 |1001000110011111 |81 16 1001000110101000 |124 17 |10010001101011000
39 16 |1001000110100001 |82 11 10010001110 125 17 |10010001101010110
40 16 |1001000110100011 |83 10 1110001111 126 17 |10010001101010100
41 11 | 11100010101 84 11 10011101110

42 16 |1001000110100101 |85 10 1110001110

Table B-38 -- Runlength_table, 16 symbols

symbo bits | code symbol | bits | code symbol | bits” | code

0 1 1 6 9 000001011 12 8 00000040

1 2 01 7 9 000001101 13 8 00000070

2 3 001 8 9 000001111 14 9 000001110

3 4 0001 9 8 00000011 15 9 000001100

4 5 00001 10 8 00000001

5 9 000001010 11 8 00000100

Table B-39 --sBC _table, 512 symbols

symbol |bits| |code symbo] (bits |code symbol |bits [code
0 17 { (11010111001101010 (17X 17 (11010111001111001 (342 17 (11010111001111000
1 17 | (11010111001101011 , [¢72 17 {11010111010000001 (343 17 (11010111001110000
2 17 { (11010111001102101 (173 17 {11010111010001001 (344 17 (11010111001110010
3 17 | (11010111001101111 |174 17 {11010111010010001 (345 17 (11010111001111010
4 17 | (11010111601110101 (175 17 {11010111010011001 (346 17 (11010111019000010
5 17 | (11020211001110111 (176 17 (11010111010101001 (347 17 (11010111019001010
6 17 | {24010111001111101 (177 17 {11010111010110001 (348 17 (11010111019010010
7 17 (11010111001111111 (178 17 (11010111010111001 (349 17 (11010111010011010
8 17 {11010111010000101 (179 17 {11010111011000001 (350 17 (11010111010101010
9 17 {11010111010000111 (180 17 (11010111011001001 (351 17 (11010111010110010
10 17 (11010111010001101 (181 17 {11010111011011001 (352 17 (11010111010111010
11 17 {11010111010001111 (182 17 {11010111011111001 (353 17 (11010111011000010
12 17 {11010111010010101 (183 17 {11010111100000001 (354 17 (11010111011001010
13 17 (11010111010010111 |184 17 {11010111100001001 (355 17 (11010111011011010
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14 17 |11010111010011101 |185 17 ]11010111100011001 (356 17 |11010111011111010
15 17 |11010111010011111 |186 17 ]11010111100100001 (357 17 |11010111100000010
16 17 |11010111010101101 |187 17 ]11010111100101001 (358 17 |11010111100001010
17 17 |11010111010101111 |188 17 ]11010111100111001 (359 17 ]11010111100011010
18 17 |11010111010110111 |189 17 ]11010111101000001 (360 17 ]11010111100100010
19 17 |11010111010111101 |190 17 ]11010111101001001 (361 17 ]11010111100101010
20 17 |11010111010111111 |191 17 ]11010111101011001 (362 17 |11010111100111010
21 17 |11010111011000111 |192 17 ]11010111101111001 (363 17 |11010111101000010
22 1 |11010111011001101 |193 17 ]11010111110000001 (364 17 |11010131101001010
23 1 |11010111011001111 |194 17 ]11010111110001001 (365 17 ]11010111101011010
24 1 |11010111011011101 |195 17 ]11010111110011001 (366 17 (411010111101111010
25 1 |11010111011011111 |196 17 ]11010111110111001 (367 17+ |11010111110000010
26 1 |11010111011111101 |197 17 ]11010111111100001 (368 17 |11010111110001010
27 1 |11010111011111111 |198 17 ]11010111111101001 {369 17 |11010111110011010
28 1 |11010111100000111 |199 17 ]1101011111111160% (370 17 |11010111110111010
29 1 111010111100001101 |200 16 |1101011100000001 (371 17 ]11010111111100010
30 1 |11010111100001111 |201 16 |1101011100001001 (372 17 |11010111111101010
31 1 |11010111100011101 |202 16 |1104011100011001 (373 17 |11010111111111010
32 1 |11010111100011111 |203 17 411610111111001001 (374 16 11010111(*)0000010

33 1 |11010111100100101 |204 1754111010111111010001 (375 16 110101114)0001010

34 1 |11010111100100111 |205 17 ]11010111111011001 (376 16 11010111&)0011010

35 1 |11010111100101101 |206 16 |1101011100101001 (377 17 |11010111111001010
36 1 |11010111100101111_j207 17 ]11010111110100001 (378 17 |11010111111010010
37 1 1110101111001%1101 |208 17 ]11010111110101001 (379 17 |11010111111011010
38 1y (11010111100111111 |209 17 ]11010111101101001 (380 16 |11010111¢0101010

39 1 |11010211101000101 |210 17 ]11010111011100001 (381 17 |11010111110100010
40 1y (12010111101000111 |211 16 |1101011100100000 (382 17 |11010111110101010
41 1. £«11010111101001101 |212 16 |1101011100100001 (383 17 ]11010111101101010
42 17 |11010111101001111 |213 17 ]11010111111000001 (384 17 ]11010111011100010
43 17 |11010111101011101 |214 16 |1101011100010001 (385 17 |11010111011101010
44 17 |11010111101011111 |215 17 ]11010111111110001 (386 17 |11010111011101000
45 17 |11010111101111101 |216 17 ]11010111110110001 (387 16 |1101011100100010

46 17 |11010111101111111 |217 17 ]11010111110010001 (388 17 ]11010111111000010
47 17 |11010111110000101 |218 11 (11101100101 389 16 |1101011100010010

48 17 |11010111110000111 |219 11 j11011111011 390 17 |11010111111110010
49 17 |11010111110001101 |220 11 (11011110001 391 17 |11010111110110010
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50 17 ]11010111110001111 |221 10 |1101110011 392 17 ]11010111110010010
51 17 ]11010111110011101 |222 17 ]11010111101110001 |393 17 ]11010111101110010
52 17 ]11010111110011111 |223 17 ]11010111010100000 |394 17 ]11010111101010010
53 17 |]11010111110111101 |224 17 ]11010111010100001 |395 17 ]11010111101010000
54 17 ]11010111110111111 |225 17 ]11010111011110100 |396 17 ]11010111100010010
55 17 ]11010111111100101 |226 17 ]11010111011110101 |397 17 ]11010111100010000
56 17 ]11010111111100111 |227 17 ]11010111011110001 |398 17 ]11010111011010010
57 17 ]11010111111101101 |228 17 ]11010111100010101 [399 17 ]11010111011010000
58 17 1 ]11010111111101111 |229 17 ]11010111100110000 {400 16 (1101011100110010
59 17 1]11010111111111101 |230 17 ]11010111100110001 [401 16 |1101011100110000
60 17 1]11010111111111111 |231 17 ]11010111101010101 |402 17 ]11010111010100110
61 16 | |1101011100000101 |232 11 |11101100111 403 17.,111010111010100100
62 16 | |1101011100000111 |233 17 ]11010111101110101 (404 17 ]1101011101¢100010
63 16 | |1101011100001101 |234 11 11101100110 405 17 ]11010111011010110
64 16 | |1101011100001111 |235 17 ]1101011111011010%.71406 17 ]11010111011010100
65 16 | |1101011100011101 |236 17 ]11010111111000100 |407 17 ]11010111011110110
66 16 | |1101011100011111 |237 8 11010110 408 17 ]11010111011110010
67 17 | ]11010111111001101 |238 11 (11011410010 409 17 ]11010111100010110
68 17 | ]11010111111001111 |239 9 110020100 410 17 ]11010111100110110
69 17 |1 ]11010111111010101 |240 10 ;41101110001 411 17 ]11010111100110100
70 17 1 ]11010111111010111 |241 9 110001111 412 17 ]11010111100110010
71 17 1 ]11010111111011101 |242 10 1101111100 413 17 ]11010111101010110
72 17 | (11010111111011111 |243 9 110010101 414 17 ]11010111101110110
73 16 | |11010111001011041\" |244 9 110111111 415 17 ]11010111110010110
74 16 | (1101011100101111 |245 10 1101110100 416 17 ]11010111110010100
75 17 | (11010111110100101 |246 7 1100100 417 17 ]11010111110Q110110
76 17 | (11010411110100111 |247 8 11101101 418 17 ]11010111111110110
77 17 | {12010111110101101 |248 8 11001011 419 17 ]11010111111110100
78 17 ]11010111110101111 |249 7 1101100 420 16 |1101011100010110
79 17 ]11010111101101101 |250 7 1101101 421 16 |1101011100010100
80 17 ]11010111101101111 |251 7 1110111 422 17 ]11010111111000110
81 17 ]11010111011100101 |252 6 110100 423 16 |1101011100100110
82 17 ]11010111011100111 |253 6 111001 424 16 |1101011100100100
83 17 |11010111011101101 |254 5 11111 425 17 ]11010111101100110
84 17 ]11010111011101111 |255 3 100 426 17 ]11010111101100100
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85 17 |11010111101100001 |256 1 0 427 17 |11010111101100010
86 17 |11010111101100011 |257 3 101 428 17 ]11010111101100000
87 17 |11010111101100101 |258 5 11110 429 17 |11010111011101110
88 17 |11010111101100111 |259 6 111000 430 17 |11010111011101100
89 16 |1101011100100101 |260 6 111010 431 17 |11010111011100110
90 16 |1101011100100111 |261 6 110000 432 17 ]11010111011100100
91 17 |11010111111000111 |262 7 1100111 433 17 ]11010111101101110
92 16 |1101011100010101 |263 7 1100110 434 17 |11010111101101100
93 16 |1101011100010111 |264 7 1101010 435 17 |11010131110101110
94 1 |11010111111110101 |265 8 11000101 436 17 ]11010111110101100
95 1 |11010111111110111 |266 8 11000110 437 17 (411010111110100110
96 1 |11010111110110111 |267 8 11000100 438 17+ 111010111110100100
97 1 |11010111110010101 |268 17 ]11010111111000101 (439 16 11010111(*)0101110

98 1 |11010111110010111 |269 9 111011000 440 16 11010111(*)0101100

99 1 |11010111101110111 |270 11 |11011111010 441 17 |11010111111011110
100 1 |11010111101010111 |271 11 |11011110101 442 17 |11010111111011100
101 1 |11010111100110011 |272 17 ]11010111100000101 (443 17 |11010111111010110
102 1 |11010111100110101 |273 10 |1104.1711011 444 17 |11010111111010100
103 1 |11010111100110111 |274 17 }11610111011000101 (445 17 |11010111111001110
104 1 |11010111100010111 |275 1154/11011110011 446 17 |11010111111001100
105 1 |11010111011110011 |276 9 110001110 447 16 110101111)0011110

106 1 |11010111011110111 |27%% 11 (11011110000 448 16 110101114)0011100

107 1 |11010111011010101_)278 10 |1101110111 449 16 110101114)0001110

108 1 |11010111011010111 |279 17 ]11010111010110101 (450 16 110101114)0001100

109 1 111010111010100011 |280 16 |1101011100110100 (451 16 110101114)0000110

110 1y {11010111010100101 |281 10 |1101110010 452 16 11010111&)0000100

111 1y ({12010111010100111 |282 10 |1101110000 453 17 |11010111111111110
112 16.441101011100110001 |283 11 (11011101010 454 17 |11010111111111100
113 16 |1101011100110011 |284 17 ]11010111010110100 (455 17 |11010111111101110
114 17 |11010111011010001 |285 17 ]11010111011000100 (456 17 ]11010111111101100
115 17 |11010111011010011 |286 17 ]11010111100000100 (457 17 |11010111111100110
116 17 |11010111100010001 |287 11 (11011101100 458 17 ]11010111111100100
117 17 |11010111100010011 |288 17 ]11010111110110100 (459 17 |11010111110111110
118 17 |11010111101010001 |289 17 ]11010111101110100 (460 17 ]11010111110111100
119 17 |11010111101010011 |290 17 ]11010111101010100 (461 17 |11010111110011110
120 17 |11010111101110011 |291 11 (11101100100 462 17 ]11010111110011100
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121 17 ]11010111110010011 |292 17 ]11010111100010100 |463 17 ]11010111110001110
122 17 ]11010111110110011 |293 17 ]11010111011110000 |464 17 ]11010111110001100
123 17 |11010111111110011 |294 11 11011110100 465 17 ]11010111110000110
124 16 |1101011100010011 |295 11 |11011101011 466 17 ]11010111110000100
125 17 ]11010111111000011 |296 17 ]11010111101110000 |467 17 ]11010111101111110
126 16 |1101011100100011 |297 17 ]11010111110010000 |468 17 ]11010111101111100
127 17 ]11010111011101001 |298 17 ]11010111110110000 [469 17 ]11010111101011110
128 17 ]11010111011101011 |299 17 ]11010111111110000 {470 17 ]11010111101011100
129 17 | ]11010111011100011 |300 16 |1101011100010000 |471 17 (11010111301001110
130 17 | ]11010111101101011 |301 17 ]11010111111000000 (472 17 ]11010111101001100
131 17 | ]11010111110101011 |302 11 |11011101101 473 17 ]11010111101000110
132 17 | ]11010111110100011 |303 17 ]11010111011100000 (474 17.111010111101000100
133 16 | |1101011100101011 |304 17 ]11010111101101000 |475 17 ]11010111100111110
134 17 | ]11010111111011011 |305 17 ]11010111110101000 |476 17 ]11010111100111100
135 17 | ]11010111111010011 |306 17 ]11010111110100000.1477 17 ]11010111100101110
136 17 | ]11010111111001011 |307 16 (1101011100101000 |478 17 ]11010111100101100
137 16 | |1101011100011011 |308 17 ]11010111x11011000 (479 17 ]11010111100100110
138 16 | |1101011100001011 |309 17 ]11010417111010000 |480 17 ]11010111100100100
139 16 | |1101011100000011 |310 17 ]11016111111001000 [481 17 ]11010111100011110
140 17 |]11010111111111011 |311 16 ;1101011100011000 |482 17 ]11010111100011100
141 17 | ]11010111111101011 |312 16* |1101011100001000 (483 17 ]11010111100001110
142 17 | ]11010111111100011 |313 16 |1101011100000000 (484 17 ]11010111100001100
143 17 | |11010111110111011 314 17 ]11010111111111000 |485 17 ]11010111100000110
144 17 1]11010111110011641" |315 17 ]11010111111101000 |486 17 ]11010111011111110
145 17 | (11010111110001011 |316 17 ]11010111111100000 [487 17 ]11010111011111100
146 17 | {1101011£110000011 |317 17 ]11010111110111000 |488 17 ]11010111011011110
147 17 | (11010411101111011 |318 17 ]11010111110011000 [489 17 ]11010111011011100
148 17 | {12010111101011011 |319 17 ]11010111110001000 {490 17 ]11010111011001110
149 17 ]11010111101001011 |320 17 ]11010111110000000 (491 17 ]11010111011001100
150 17 ]11010111101000011 |321 17 ]11010111101111000 [492 17 ]11010111011000110
151 17 ]11010111100111011 |322 17 ]11010111101011000 {493 17 ]11010111010111110
152 17 ]11010111100101011 |323 17 ]11010111101001000 |494 17 ]11010111010111100
153 17 ]11010111100100011 |324 17 ]11010111101000000 |495 17 ]11010111010110110
154 17 ]11010111100011011 |325 17 ]11010111100111000 |496 17 ]11010111010101110
155 17 ]11010111100001011 |326 17 ]11010111100101000 (497 17 ]11010111010101100
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156 17 |11010111100000011 |327 17 ]11010111100100000 (498 17 |11010111010011110
157 17 |11010111011111011 |328 17 ]11010111100011000 (499 17 ]11010111010011100
158 17 |11010111011011011 |329 17 ]11010111100001000 (500 17 ]11010111010010110
159 17 |11010111011001011 |330 17 ]11010111100000000 (501 17 ]11010111010010100
160 17 |11010111011000011 |331 17 ]11010111011111000 (502 17 |11010111010001110
161 17 |11010111010111011 |332 17 ]11010111011011000 (503 17 ]11010111010001100
162 17 |11010111010110011 |333 17 ]11010111011001000 [504 17 ]11010111010000110
163 17 |11010111010101011 |334 17 ]11010111011000000 (505 17 ]11010111010000100
164 1 |11010111010011011 |335 17 ]11010111010111000 (506 17 110101114)01111110
165 1 |11010111010010011 |336 17 ]11010111010110000 (507 17 110101114)01111100
166 1 |11010111010001011 |337 17 ]11010111010101000 (508 17 110101114)01110110
167 1 |11010111010000011 |338 17 ]11010111010011000 (509 17 110101114)01110100
168 1 |11010111001111011 |339 17 ]11010111010010000 (510 17 110101114)01101110
169 17 |11010111001110011 |340 17 ]11010111010001000-{511 17 11010111&)01101100
170 1 |11010111001110001 |341 17 (11010111010000000
Table B-40 -- AC_table¢512 symbols
symbo |no]| |code symbo [no_ |code symbo [no_ |code
| of | I of ' of_
bitg bits bits
0 16 1000011100011000 |171 16 1000011101100001 |342 16 1000031101100000
1 16 1000011100011001 |172 16 1000011110100001 |343 15 100001110000000
2 16 1000011100011011 373 16 1000011111000001 |344 16 1000011101101000
3 16 1000011100011101. |174 16 1000011111100001 |345 16 1000011110101000
4 16 1000011100011111 |175 15 100001000100001 346 16 1000011111001000
5 16 10000111060100101 |176 15 100001001100001 347 16 1000031111101000
6 16 1000011100100111 |177 15 100001011000001 348 15 100003000101000
7 16 1000011100101101 |178 15 100001011100001 349 15 100001001101000
8 16 1000011100101111 179 15 100001010100001 350 15 100001011001000
9 16 1000011100111101 |180 15 100001010000001 351 15 100001011101000
10 16 1000011100111111 |181 15 100001001000001 352 15 100001010101000
11 16 1000011101111101 |182 15 100001000000001 353 15 100001010001000
12 16 1000011101111111 |183 16 1000011110000001 |354 15 100001001001000
13 16 1000011110111111 |184 16 1000011101000001 |355 15 100001000001000
14 16 1000011111011101 |185 16 1000011101010001 |356 16 1000011110001000
15 16 1000011111011111 |186 16 1000011110010001 |357 16 1000011101001000
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16 16 1000011111111101 |187 15 100001000010001 358 16 1000011101011000
17 16 1000011111111111 |188 15 100001001010001 359 16 1000011110011000
18 15 100001000111101 |189 15 100001010010001 360 15 100001000011000
19 15 100001000111111 |190 15 100001010110001 361 15 100001001011000
20 15 100001001111101 191 15 100001011110001 362 15 100001010011000
21 15 100001001111111 |192 15 100001011010001 363 15 100001010111000
22 15 100001011011101 |193 15 100001001110001 364 15 100001011111000
23 15 100001011011111 |194 15 100001000110001 365 15 100001011011000
24 15 100001011111101 |195 16 1000011111110001 |366 15 1000010Q1111000
25 15 100001011111111 |196 16 1000011111010001 |[367 15 10060010Q0111000
26 15 100001010111111 |197 16 1000011110110001 |368 16 1000011311111000
27 15 100001010011101 |198 16 1000011101110001 |[369 16 1000011311011000
28 15 100001010011111 |199 16 1000011100110001 |370 16 1000011310111000
29 15 100001001011111 |200 15 100001110001001 371 16 10000113101111000
30 15 100001000011111 |201 16 100001110011010%°4372 16 10000113100111000
31 16 1000011110011111 |202 16 1000011101110301 |373 16 1000011300101000
32 16 1000011101011111 |203 16 1000011¥100410101 |374 16 1000011300100000
33 16 1000011101001111 |204 16 1000011111010101 |375 16 1000011300100010
34 16 1000011110001111 |205 16 1000011111110101 |376 16 10000113100101010
35 15 100001000001111 |206 15 100001000110101 377 16 10000113100111010
36 15 100001001001111 |207 15 100001001110101 378 16 1000011101111010
37 15 100001010001111 |208 15 100001011010101 379 16 10000113110111010
38 15 100001010101111 |209 15 100001011110101 380 16 10000113111011010
39 15 10000101110111%-\+| 210 15 100001010110101 381 16 1000011311111010
40 15 100001011001211 211 15 100001010010101 382 15 1000010Q0111010
41 15 100001Q01101111 212 15 100001001010101 383 15 1000010Q1111010
42 15 100001000101111 |213 15 100001000010101 384 15 100001011011010
43 16 1000011111101111 |214 16 1000011110010101 |385 15 100001011111010
44 16 1000011111001111 |215 16 1000011101010101 |386 15 100001010111010
45 16 1000011110101111 |216 16 1000011101000101 (387 15 100001010011010
46 16 1000011101101111 |217 16 1000011110000101 |388 15 100001001011010
47 15 100001110000111 |218 15 100001000000101 389 15 100001000011010
48 16 1000011101100111 |219 15 100001001000101 390 16 1000011110011010
49 16 1000011110100111 |220 15 100001010000101 391 16 1000011101011010
50 16 1000011111000111 |221 15 100001010100101 392 16 1000011101001010
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51 16 1000011111100111 |222 15 100001011100101 393 16 1000011110001010
52 15 100001000100111 |223 15 100001011000101 394 15 100001000001010
53 15 100001001100111 |224 15 100001001100101 395 15 100001001001010
54 15 100001011000111 |225 15 100001000100101 396 15 100001010001010
55 15 100001011100111 |226 16 1000011111100101 (397 15 100001010101010
56 15 100001010100111 |227 16 1000011111000101 |398 15 100001011101010
57 15 100001010000111 |228 16 1000011110100101 |399 15 100001011001010
58 15 100001001000111 |229 16 1000011101100101 (400 15 100001001101010
59 15 100001000000111 | 230 15 100001110000101 401 15 100001000101010
60 16 1000011110000111 |231 16 1000011101101101 |402 16 1000011111101010
61 16 1000011101000111 |232 16 1000011110101101 |403 16 1000011111001010
62 16 1000011101010111 |233 16 1000011111001101 |404 16 1000011110101010
63 16 1000011110010111 |234 16 1000011111101101 |405 16 1000011101101010
64 15 100001000010111 |235 15 100001000101101 406 15 100001110000010
65 15 100001001010111 |236 15 100001001101101 407 16 1000011101100010
66 15 100001010010111 | 237 15 100001011603101 408 16 1000011110100010
67 15 100001010110111 |238 15 10000101¥101101 409 16 1000011111000010
68 15 100001011110111 |239 15 100001010101101 410 16 1000011111100010
69 15 100001011010111 | 240 15 160001010001101 411 15 100001000100010
70 15 100001001110111 |241 15 100001001001101 412 15 100001001100010
71 15 100001000110111 |242 15 100001000001101 413 15 100001011000010
72 16 1000011111110111 |243 16 1000011110001101 |414 15 100001011100010
73 16 1000011111010111¢ 244 16 1000011101001101 (415 15 100001010100010
74 16 1000011110110421 |245 16 1000011101011101 (416 15 100001010000010
75 16 10000111012110111 |246 16 1000011110011101 (417 15 100001001000010
76 16 1000021100110111 |247 15 100001000011101 418 15 100001000000010
77 15 100001110001011 | 248 6 100000 419 16 1000011110000010
78 16 1000011100110011 |249 15 100001001011101 420 16 1000011101000010
79 16 1000011101110011 |250 15 100001010111101 421 16 1000011101010010
80 16 1000011110110011 |251 7 1001110 422 16 1000011110010010
81 16 1000011111010011 |252 6 100110 423 15 100001000010010
82 16 1000011111110011 |253 5 10010 424 15 100001001010010
83 15 100001000110011 |254 4 1010 425 15 100001010010010
84 15 100001001110011 |255 2 11 426 15 100001010110010
85 15 100001011010011 |256 16 1000011110111100 (427 15 100001011110010
86 15 100001011110011 |257 1 0 428 15 100001011010010

243



https://iecnorm.com/api/?name=42e96055e0a857137b291f45b0f3a2a3

ISO/IEC 14496-2:1999(E) © ISO/IEC
87 15 100001010110011 |258 4 1011 429 15 100001001110010
88 15 100001010010011 |259 6 100011 430 15 100001000110010
89 15 100001001010011 |260 6 100010 431 16 1000011111110010
90 15 100001000010011 |261 7 1001111 432 16 1000011111010010
91 16 1000011110010011 |262 16 1000011110111101 |433 16 1000011110110010
92 16 1000011101010011 |263 8 10000110 434 16 1000011101110010
93 16 1000011101000011 |264 15 100001010111100 435 16 1000011100110010
94 16 1000011110000011 |265 15 100001001011100 436 15 100001110001010
95 15 100001000000011 |266 15 100001000011100 437 16 10000131400110110
96 15 100001001000011 |267 16 1000011110011100 |438 16 1000011101110110
97 15 100001010000011 |268 16 1000011101011100 (439 16 10000113110110110
98 15 100001010100011 |269 16 1000011101001100 |440 16 10000113111010110
99 15 100001011100011 |270 16 1000011110001100 (441 16 1000011311110110
100 15 100001011000011 |271 15 100001000001100 442 15 1000010Q0110110
101 15 100001001100011 |272 15 100001001001100 443 15 1000010Q1110110
102 15 100001000100011 |273 15 100001010001100 444 15 100001011010110
103 16 1000011111100011 |274 15 100001010101100 445 15 100001011110110
104 16 1000011111000011 |275 15 100001011101100 446 15 100001010110110
105 16 1000011110100011 |276 15 160001011001100 447 15 100001010010110
106 16 1000011101100011 |277 15 100001001101100 448 15 1000010Q1010110
107 15 100001110000011 |278 15 100001000101100 449 15 1000010Q0010110
108 16 1000011101101011 |279 16 1000011111101100 |450 16 10000113110010110
109 16 1000011110101011 |280 16 1000011111001100 (451 16 10000113101010110
110 16 10000111110010%1\| 281 16 1000011110101100 (452 16 10000113101000110
111 16 1000011111101011 |282 16 1000011101101100 |453 16 1000011310000110
112 15 100001000101011 |283 15 100001110000100 454 15 1000010Q0000110
113 15 100001001101011 |284 16 1000011101100100 |455 15 1000010Q1000110
114 15 100001011001011 |285 16 1000011110100100 |456 15 100001010000110
115 15 100001011101011 |286 16 1000011111000100 (457 15 100001010100110
116 15 100001010101011 |287 16 1000011111100100 |458 15 100001011100110
117 15 100001010001011 |288 15 100001000100100 459 15 100001011000110
118 15 100001001001011 |289 15 100001001100100 460 15 100001001100110
119 15 100001000001011 |290 15 100001011000100 461 15 100001000100110
120 16 1000011110001011 |291 15 100001011100100 462 16 1000011111100110
121 16 1000011101001011 |292 15 100001010100100 463 16 1000011111000110

244



https://iecnorm.com/api/?name=42e96055e0a857137b291f45b0f3a2a3

© ISO/IEC

ISO/IEC 14496-2:1999(E)

122 16 1000011101011011 |293 15 100001010000100 464 16 1000011110100110
123 16 1000011110011011 |294 15 100001001000100 465 16 1000011101100110
124 15 100001000011011 |295 15 100001000000100 466 15 100001110000110
125 15 100001001011011 |296 16 1000011110000100 (467 16 1000011101101110
126 15 100001010011011 |297 16 1000011101000100 |468 16 1000011110101110
127 15 100001010111011 |298 16 1000011101010100 |469 16 1000011111001110
128 15 100001011111011 |299 16 1000011110010100 (470 16 1000011111101110
129 15 100001011011011 | 300 15 100001000010100 471 15 100001000101110
130 15 100001001111011 |301 15 100001001010100 472 15 100001001101110
131 15 100001000111011 |302 15 100001010010100 473 15 100001011001110
132 16 1000011111111011 |303 15 100001010110100 474 15 100001011101110
133 16 1000011111011011 |304 15 100001011110100 475 15 100001010101110
134 16 1000011110111011 |305 15 100001011010100 476 15 100001010001110
135 16 1000011101111011 |306 15 100001001110100 477 15 100001001001110
136 16 1000011100111011 |307 15 100001000110160 478 15 100001000001110
137 16 1000011100101011 |308 16 1000011111110100 |479 16 1000011110001110
138 16 1000011100100011 |309 16 10000¥21¥1010100 (480 16 1000011101001110
139 16 1000011100100001 |310 16 1000011110110100 |481 16 1000011101011110
140 16 1000011100101001 |311 16 1600011101110100 (482 16 1000011110011110
141 16 1000011100111001 |312 16 1000011100110100 (483 15 100001000011110
142 16 1000011101111001 |313 15 100001110001000 484 15 100001001011110
143 16 1000011110111001 |314 16 1000011100110000 (485 15 100001010011110
144 16 1000011111011001¢ 315 16 1000011101110000 |486 15 100001010011100
145 16 1000011111113001 |316 16 1000011110110000 (487 15 100001010111110
146 15 100001000111001 |317 16 1000011111010000 (488 15 100001011111110
147 15 100002001111001 |318 16 1000011111110000 (489 15 100001011111100
148 15 100001011011001 |319 15 100001000110000 490 15 100001011011110
149 15 100001011111001 |320 15 100001001110000 491 15 100001011011100
150 15 100001010111001 |321 15 100001011010000 492 15 100001001111110
151 15 100001010011001 |322 15 100001011110000 493 15 100001001111100
152 15 100001001011001 |323 15 100001010110000 494 15 100001000111110
153 15 100001000011001 |324 15 100001010010000 495 15 100001000111100
154 16 1000011110011001 |325 15 100001001010000 496 16 1000011111111110
155 16 1000011101011001 |326 15 100001000010000 497 16 1000011111111100
156 16 1000011101001001 |327 16 1000011110010000 (498 16 1000011111011110
157 16 1000011110001001 |328 16 1000011101010000 |[499 16 1000011111011100
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158 15 100001000001001 329 16 1000011101000000 |500 16 1000011110111110
159 15 100001001001001 330 16 1000011110000000 |501 16 1000011101111110
160 15 100001010001001 331 15 100001000000000 502 16 1000011101111100
161 15 100001010101001 332 15 100001001000000 503 16 1000011100111110
162 15 100001011101001 333 15 100001010000000 504 16 1000011100111100
163 15 100001011001001 334 15 100001010100000 505 16 1000011100101110
164 15 100001001101001 335 15 100001011100000 506 16 1000011100101100
165 15 100001000101001 336 15 100001011000000 507 16 1000011100100110
166 16 1000011111101001 (337 15 100001001100000 508 16 1000011400100100
167 16 1000011111001001 (338 15 100001000100000 509 16 1000011100011110
168 16 1000011110101001 (339 16 1000011111100000 |510 16 1000011100011100
169 16 1000011101101001 (340 16 1000011111000000 |511 16 1000011100011010
170 15 100001110000001 341 16 1000011110100000
B.2 Arithmetic Decoding

B.2.1 Aritnjetic decoding for still texture object

To fully initial
void ac_deco
inti, t;
acd->bits
acd->totd
acd->vall
for (i=1; i

acd->
}

acd->low

der_init (ac_decoder *acd) {

| to_go =0;

|_bits = 0;

e=0;
k=Code_value_bits;i++) {

value = 2*acds>value + input_bit(acd);

:O,

ze the decoder, the function ac_decoder_init is called followed by ac_model_init respectively:

acd->high = Top_value;

return;

void ac_model_init (ac_model *acm, int nsym) {

int i

246



https://iecnorm.com/api/?name=42e96055e0a857137b291f45b0f3a2a3

© ISO/IEC ISO/IEC 14496-2:1999(E)

acm->nsym = nsym;

acm->freq = (unsigned short *) malloc (nsym*sizeof (unsigned short));
check (lacm->freq, "arithmetic coder model allocation failure");
acm->cfreq = (unsigned short *) calloc (hsym+1, sizeof (unsigned short));

check (lacm->cfreq, "arithmetic coder model allocation failure™);

for (i=Q; i<acm->nsym; i++) {
acm->freq[i] = 1,

acm->cfreq[i] = acm->nsym - i;

acm->¢freqlacm->nsym] = O;

return;

}

The acd ig structures which contains the decoding variables and whose addresses act as handles fof the decoded
symbol/bitgtreams. The fields bits_to_go, buffer, bitstream, and bitstream_len are used to manade the bits in
memory. Tlhe low, high, and fbits fields describedhe scaled range corresponding to the symbols which have been
decoded. The value field contains the currently’seen code value inside the range. The total_bits field contains the
total number of bits encoded or used for decoding so far. The values Code_value_bits and Top_valug describe the
maximum humber of bits and the maximum size of a coded value respectively. The ac_model structurg¢ contains the
variables Used for that particular probability model and it's address acts as a handle. The nsym field contains the
number of[symbols in the symhol*set, the freq field contains the table of frequency counts for each of the nsym
symbols, ahd the cfreq field contains the cumulative frequency count derived from freq.

The bits arp read from the bitstream using the function:
static int input_bit (acvdecoder *acd) {

int t;

unsignedmmttm;

if (acd->bits_to_go==0) {

acd->buffer = ace->bitstream[ace->bitstream_len++];

acd->bits_to_go = 8;
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}

The

probability m
member of) t
simultaneous
following fung

int ac_decodsg
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t = acd->buffer & 0x080;

acd->buffer <<=1;

acd->buffer &= 0OxOff;

acd->total_bits +=1;

acd->bits_to_go -=1;

t=t>>7,

© ISO/IEC

return t;

decoding

long rang
int cum;

int sym;

range = (

[*--- deco
cum = (((
for (sym 3

/* do

process has four main steps. The first step is to decode the symbol based on'the current
bdel (frequency counts) and the current code value (value) which is uséd-to represent
e current range. The second step is to get the new range. The third stepUs to rescale the|
y load in new code value bits. The fourth step is to update the miodel. To decode sy
tion is called:

b symbol (ac_decoder *acd, ac_model *acm) {

€,

ong)(acd->high-acd->low)+1;

de symbol ---*/
ong)(acd->value-acd->low)+1)*(int)(acm->cfreq[0])-1)/range;
E 0; (int)acm->cfreq[sym+1]>cum; sym++)

hothing */

State of the
(and is a
range and

mbols, the

check (s

[*--- Get new range ---*/

acd->high = acd->low + (range*(int)(acm->cfreq[sym]))/(int)(acm->cfreq[0])-1;

acd->low

= acd->low + (range*(int)(acm->cfreq[sym+1]))/(int)(acm->cfreq[0]);

[*--- rescale and load new code value bits ---*/
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for (3;) {
if (acd->high<Half) {
/* do nothing */
} elseif (acd->low>=Half) {
acd->value -= Half;
acd->low -= Half;

acd->high -= Half;

} else if (acd->low>=First_gtr && acd->high<Third_qtr) {
acd->value -= First_qtr;

acd->low -= First_qtr;

acd->high -= First_qtr;

1} ¢lse

break;

acfl->low = 2*acd->low;

acfl->high = 2*acd->high+1;

acfl->value = 2*acd->value + input_bit(acd);

[*--- Update probability model ---*/

updatg model (acm, sym);

return sym;

}

The bits_plus_follow function mentioned above calls another function, output_bit. They are:

static void o ifafl it_hit (nr‘_pnrndnr *ace int hi’r) {
ace->buffer <<= 1,
if (bit)

ace->buffer |= 0x01;

ace->bits_to_go -=1;

ace->total_bits += 1,
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if (ace->bits_to_go==0) {

if (ace->bitstream) {
if (ace->bitstream_len >= MAX_BUFFER)
if ((ace->bitstream = (uChar *)realloc(ace->bitstream, sizeof(uChar)*
(ace->bitstream_len/MAX_BUFFER+1)*MAX_BUFFER))==NULL) {

fprintf(stderr, "Couldn't reallocate memory for ace->bitstream in
output_bit.\n")

exit(-1);
}
ace->bitstream[ace->bitstream_len++] = ace->buffer;
}
ace-xbits_to_go = 8;
}
return;

static void bit] plus_follow (ac_encoder *ace;iint bit) {
output_bif (ace, bit);
while (acg->fbits > 0) {
outpyt_bit (ace, !bit);

ace-xfbits -=1;

return;

}
The update of the probability model used in the decoding of the symbols is shown in the following function:

static void update_model (ac_model *acm, int sym)

{
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inti;

if (acm->cfreq[0]==Max_frequency) {

int

cum =0;

acm->cfreglacm->nsym] = 0;

for

(i=acm->nsym-1; i>=0; i--) {

acm->freq[i] = ((int)acm->freq[i] + 1) / 2;

acm->
for (i=3

ac

return;

}

This functi
maximum f{

B.2.2 Ar

B.2.2.1 St

typ
typ
typ
#de
#de

cum += acm->freq[i];

acm->cfreq[i] = cum;

reqsym] += 1;
ym; i>=0; i--)

m->cfreq[i] += 1;

bn simply updates the frequency.counts based on the symbol just decoded. It also makes
requency allowed is not exceeded. This is done by rescaling all frequency counts by 2.

thmetic decoding for shape decoding
uctures and Typgdefs

bdef voi d Voei-d;

pdef i nt{lnt;

pdef unsigned short int USInt;

i ne~-\CODE_BIT 32

ifie~ HALF ((unsigned) 1 << (CODE_BITS-1))

#de

ime QUARTER (1 << (CODE BITS-2))

struct arcodec {
unt L; /* | ower bound */
Uunt R /* code range */
unt V, /* current code value */
Ul nt arpi pe;

|
|
|
|
|
|
b
typ

nt bits_to follow, /* follow bit count */
nt first bit;

nt nzeros;

nt nonzero;

nt nzerosf;

nt extrabits;

edef struct arcodec ArCoder;

ISO/IEC 14496-2:1999(E)

sure that the
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typedef struct arcodec ArDecoder;
#defi ne MAXHEADI NG 3

#defi ne MAXM DDLE 10

#defi ne MAXTRAI LI NG 2

B.2.2.2 Decoder Source

Voi d Start Ar Decoder (ArDecoder *decoder,
Int i,j;
decoder->V = 0;
decoder - >nzerosf = MAXHEADI NG,
decoder->extrabits = 0;
for (i = 1; i<CODE BITS; i++) {

Bitstream *bitstrean ({

© ISO/IEC

j=Bitstream ookBit(hitstreami +decoder->extrahits):

Jiecoder—>v += decoder->V + j;

iff (] 0) {

decoder - >nzerosf--;

i f (decoder->nzer osf 0) {
decoder - >ext r abi t s++;
decoder - >nzer osf = MAXM DDLE;

}
]
¢l se

decoder - >nzer osf = MAXM DDLE;
}
dedoder - >L 0;

deqoder->R = HALF - 1;
dedoder->bits to follow = O;
dedoder - >ar pi pe decoder - >V;
dedoder - >nzer os MAXHEADI NG,
dedoder - >nonzero = 0;

}
Voi d
I nt

St opAr Decoder ( Ar Decoder *decodery,
a = decoder->L >> (CODE_BITS*3);
Intl b = (decoder->R + decoder<>L) >> (CODE_BITS-3);
I nt| nbits,i;
if|(b ==0)

b = 8;

if |(b-a >= 4 ]|
mbits = 2;

el ge
mbits = 3;

for] (i = 1; i\<= nbits-1; i++)

AddNext | aput Bi t (bitstream decoder);

i f |(decoder->nzeros < MAXM DDLE- MAXTRAI LI NG | |
Bi t st reanfFl ushBi ts(bitstream 1);

Bitstream *bi tstrean) {

(b-a 523 && a&l))

}

Voi d AddNext | nput Bit ( Bitstream*hitstream ArDecoder *dnr‘ndnr) {

decoder - >nonzer o

0)

Int i;
i f (((decoder->arpipe >> (CODE BITS-2))&1)
decoder - >nzer os- -;
i f (decoder->nzeros 0) {
Bi t streanfl ushBits(bitstream1);
decoder->extrabits--;
decoder - >nzeros = NMAXM DDLE;
decoder - >nonzero = 1;

0) {

}
}
el se {

decoder - >nzeros = MAXM DDLE;
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decoder - >nonzero = 1;

}
Bi t streantl ushBi t s(bitstream 1);

i = (Int)BitstreanLookBit(bitstream CODE _BITS-1+decoder->extrabits);

decoder->V += decoder->V + i;
decoder - >ar pi pe += decoder->arpipe + i;
if (i ==0) {
decoder - >nzer osf - -;
i f (decoder->nzerosf == 0) {
decoder - >nzer osf = MAXM DDLE;
decoder - >ext rabi t s++;

}
}

e'l QD C
decoder - >nzer osf = MAXM DDLE;

I nt | Ar DecodeSynbol (USInt cO, ArDecoder *decoder, Bitstream *bitstream

\oi

nt bit;

nt cl = (1<<16) - cO;

nt LPS = c0 > cl;

nt cLPS = LPS ? cl1 : cO0;

unsi gned | ong rLPS;

riLPS = ((decoder->R) >> 16) * cLPS;

f ((decoder->V - decoder->L) >= (decoder->R - rlLPS)) {
bit = LPS;
decoder->L += decoder->R - rLPS;
decoder->R = rLPS;

D

I se {
bit = (1-LPS);
decoder->R -= rLPS;

| B

ECODE_RENORMAL| SE( decoder, bitstrean;
eturn(bit);

=

] DECODE RENORMALI SE( Ar Decoder *decoder, Bitstream *bitstrean) {
whil e (decoder->R < QUARTER) ({
i f (decoder->L >=HALF) {

decoder->V -=.HALF;

decoder - >L <= HALF;

decoder->hits to follow = 0;
}
el se

i f (decoder->L + decoder->R <= HALF)

decoder->bits_ to follow = 0;

el'se{
decoder->V -= QUARTER
decoder=—>t——CQUARTER;

(decoder->bits_to_foll ow) ++;
}
decoder->L += decoder->L;
decoder - >R += decoder - >R;
AddNext | nput Bi t (bi tstream decoder);

ISO/IEC 14496-2:1999(E)

BitstreamLookBit(bitstream,nbits) : Looks nbits ahead in the bitstream beginning from the current position

in the bitstream and returns the bit.
BitstreamFlushBits(bitstream,nbits) : Moves the current bitstream position forward by nbits.
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The parameter c0 (used in ArDecodeSymbol()) is taken directly from the probability tables of USint inter_prob or
Usint intra_prob in Table B-32. That is, for the pixel to be coded/decoded, cO0 is the probability than this pixel is

equal to zero. The value of cO depends on the context number of the given pixel to be decoded.

B.2.3 Face Object Decoding

In FAP decoder, a symbol is decoded by using a specific model based on the syntax and by calling the following

procedure which is specified in C.

Again the model is specified through cumul _freq[ ]. The decoded symbol is returned through its index in the

static long low, high, code _value, bit, length, sacindex, cum zerorun=0;

int aa_decode(int cumul _freq[ ])

{

}

{

© ISO/IEC

|en'1fh—high | o =+ ‘I;
cum = (-1 + (code_value - low + 1) * cunul _freq[0]) / length;
for| (sacindex = 1; cumul _freq[saci ndex] > cum saci ndex++);
high =low- 1 + (length * cunul freq[sacindex-1]) / cunul freq[ O]
low += (Il ength * cumul freq[sacindex]) / cumul _freq[O0];
for[( 5 7 ) {
if (high < g2) ;
el[se if (low >= g2) {
code_val ue -= q2;
low -= q2;
hi gh -= q2;
}
else if (low>= ql &k high < q3) {
code_val ue -= ql;
Il ow -= qil;
hi gh -= q1;
}
e| se {
br eak;
}
| pw *= 2;
h| gh = 2*high + 1;
bl t_out_psc_layer();
cpde_val ue = 2*code_value + bit;
used_bi t s++;
}
retpurn (saci ndex{1);
void pit_out_fpsc_Il ayer()
bit|= getbits(1);

}

model.
procedure.
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The decoder is initialized to start decoding an arithmetic coded bitstream by calling the following

voi d decoder _reset( )

{

int i;

zerorun = 0; /* clear consecutive zero's counter */
code _val ue = 0;

|l ow = 0O;

hi gh = top;

for (i = 1; i <= 16; i++) {
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bit_out_psc_layer();

code_value = 2 * code_value + bit;
}
used bits = 0;

}
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Annex C

(normative)

Face object decoding tables and definitions

© ISO/IEC

FAPs names may contain letters with the following meaning: | = left, r = right, t = top, b = bottom, i = inner, 0 =
outer, m = middle. The sum of two corresponding top and bottom eyelid FAPs must equal 1024 when the eyelids

are closed. |nner lips are closed when the sum of two corresponding top and bottom lip FAPS equals zero. For
example: (lower_t_midlip + raise_b_midlip) = 0 when the lips are closed. All directions are defined with respect to
the face and pot the image of the face.
Table C-1 -- FAP definitions, group assighments and step sizes
# |FAP name FAP description units |[Uni- [Pos G |FDP |Qua |Min/Max [[Min/Max
orBi . r subg |nt I-Frame ||[P-Frame
dir |motion p |[rp step |quantize |jquantiz
num |size |dvalues [ed
values

1 |viseme Set of values na na |na T |na 1 viseme_b [[viseme_
determining the lend: +63 [|blend: +-
mixture of two 63
visemes for this
frame (e.g. pbm, fv,
th)

2 |exprespgion A set of values na na |na 1 |na 1 expressio |[expressi
determining the n_intensit [jon_inten
mixture of two facial yl, Sity1,
expression expressio flexpressi

n_intensit [jon_inten
y2: +63  |[sity2: +-
63

3 |open_jaw Vertical jaw MNS |U down 2 |1 4 +1080 +360
displacement (does
noet affect mouth
opening)

4  |lower_{_midlip Vertical top middle |MNS |B down 2 |2 2 +-600 +-180
inner lip
displacement

5 [raise_b_midlip Vertical bottom MNS (B up 2 13 2 +-1860 +-600
middle inner lip
displacement

6 [stretch_| _cornerlip Horizontal MW B left 2 |4 2 +-600 +-180
displacement of left
inner lip corner

7 |stretch_r_cornerlip Horizontal MW B right 2 |5 2 +-600 +-180
displacement of
right inner lip corner

8 [lower_t lip_Im Vertical MNS (B down 2 |6 2 +-600 +-180
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displacement of
midpoint between
left corner and
middle of top inner

lip

lower_t lip_rm

Vertical
displacement of
midpoint between
right corner and
middle of top inner

lip

MNS

down

2 +-600

+-180

10

raise_b_lip_Im

Vertical

MNS

up

2 +-1860

displacement of
midpoint between
left corner and
middle of bottom
inner lip

+-600

11

raisg_b_lip_rm

Vertical
displacement of
midpoint between
right corner and
middle of bottom
inner lip

MNS

up

2 +-1860

+-600

12

raisg¢_|_cornerlip

Vertical
displacement of left
inner lip corner

MNS

up

2 +-600

+-180

13

raisg¢_r_cornerlip

Vertical
displacement of
right inner lip corner

MNS

up

2 +-600

+-180

14

thrugt_jaw

Depth displacement
of jaw

MNS

forward

2

1 +600

+180

15

shift| jaw

Side to side
displacement of jaw

MW

right

1 +-1080

+-360

16

push_b_lip

Depth displacement
ofybottom middle lip

MNS

forward

2

1 +-1080

+-360

17

push_t_lip

Depth displacement
of top middle lip

MNS

forward

2

1 +-1080

+-360

18

depiless_chin

Upward and
compressing
movement of the

MNS

up

10

1 +-420

chin

(like in sadness)

+-180

19

close_t | eyelid

Vertical
displacement of top
left eyelid

IRISD

down

1 +-1080

+-600

20

close_t r_eyelid

Vertical
displacement of top
right eyelid

IRISD

down

1 +-1080

+-600

21

close_b_| eyelid

Vertical
displacement of
bottom left eyelid

IRISD

up

1 +-600

+-240
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22

close_b_r_eyelid

Vertical
displacement of
bottom right eyelid

IRISD

up

+-600

+-240

23

yaw_|_eyeball

Horizontal
orientation of left
eyeball

AU

left

na

128

+-1200

+-420

24

yaw_r_eyeball

Horizontal
orientation of right
eyeball

AU

left

na

128

+-1200

+-420

25

pitch_I_eyeball

Vertical orientation
of left eyeball

AU

down

na

128

+-900

+-300

26

pitch_r| eyeball

Vertical orientation
of right eyeball

AU

down

na

128

+-900

+-300

27

thrust_]_eyeball

Depth displacement
of left eyeball

ES

forward

3

na

+-600

+-180

28

thrust_y_eyeball

Depth displacement
of right eyeball

ES

forward

3

na

+-600

+-180

29

dilate_| pupil

Dilation of left pupil

IRISD

growing

+-420

+-120

30

dilate_f_pupil

Dilation of right
pupil

IRISD

growing

+-420

+-120

31

raise_l| i_eyebrow

Vertical
displacement of left
inner eyebrow

ENS

up

+-900

+-360

32

raise_1 i_eyebrow

Vertical
displacement of
right inner eyebrow

ENS

up

+-900

+-360

33

raise_I| m_eyebrow

Vertical
displacement of left
middle eyebrow

ENS

up

+-900

+-360

34

raise_r_m_eyebrow

Vertical
displacement of
right middle
eyebrow

ENS

up

+-900

+-360

35

raise_l| o_eyebrow

Vertical
displacement of left
outer eyebrow

ENS

up

+-900

+-360

36

raise_1n o«eyebrow

Vertical

ENS

up

+-900

+-360

PR H l + £
UTSPIACTTITCTTOUT

right outer eyebrow

37

squeeze_| _eyebrow

Horizontal
displacement of left
eyebrow

ES

right

+-900

+-300

38

squeeze_r_eyebrow

Horizontal
displacement of
right eyebrow

ES

left

+-900

+-300

39

puff_|_cheek

Horizontal
displacement of
left cheeck

ES

left

+-900

+-300
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40

puff_r_cheek

Horizontal
displacement of
right cheeck

ES

right

+-900

+-300

41

lift_| cheek

Vertical
displacement of left
cheek

ENS

up

+-600

+-180

42

lift_r_cheek

Vertical
displacement of
right cheek

ENS

up

+-600

+-180

43

shift_tongue_tip

Horizontal
displacement of

MW

right

+-1080

tongue tip

+-420

44

raisg¢_tongue_tip

Vertical
displacement of
tongue tip

MNS

up

+-1+080

+-420

45

thrugt_tongue_tip

Depth displacement
of tongue tip

MW

forward

6

+-1080

+-420

46

raisg¢_tongue

Vertical
displacement of
tongue

MNS

up

+-1080

+-420

47

tongue_roll

Rolling of the
tongue into U
shape

AU

concave
Upward

6

3,4

512

+300

+60

48

head_pitch

Head pitch angle
from top of spine

AU

down

na

170

+-1860

+-600

49

head yaw

Head yaw angle
from top of spine

AU

left

na

170

+-1860

+-600

50

head_roll

Head roll angle
from top of.spine

AU

right

na

170

+-1860

+-600

51

lowgr_t_midlip _o

Vertical'top middle
outer-lip
displacement

MNS

down

+-600

+-180

52

raisg_b_midlip_o

Vertical bottom
middle outer lip
displacement

MNS

up

+-1860

+-600

53

stretich_| -carnerlip_o

Horizontal
displacement of left
outer lip corner

MW

left

+-600

+-180

54

stretch_r_cornerlip_o

Horizontal
displacement of
right outer lip
corner

MW

right

+-600

+-180

55

lower_t lip_Im _o

Vertical
displacement of
midpoint between
left corner and
middle of top outer

lip

MNS

down

+-600

+-180

56

lower_t lip_ rm _o

Vertical

MNS

down

+-600

+-180
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displacement of
midpoint between
right corner and
middle of top outer

lip

57

raise_b_lip_Im_o

Vertical
displacement of
midpoint between
left corner and
middle of bottom
outer lip

MNS

up

+-1860

+-600

58

Vertical

MNS

up

+-1860

+-600

raise_b_lip_ rm o

displacement of
midpoint between
right corner and
middle of bottom
outer lip

59

raise_l| cornerlip_o

Vertical
displacement of left
outer lip corner

MNS

up

+-600

+-180

60

raise_n cornerlip _o

Vertical
displacement of
right outer lip
corner

MNS

up

+-600

+-180

61

stretch| | nose

Horizontal
displacement of left
side of nose

ENS

left

+-540

+-120

62

stretch| r_nose

Horizontal
displacement of
right side of nose

ENS

right

+540

+-120

63

raise_rjose

Vertical
displacementof
nose tip

ENS

up

+-680

+-180

64

bend_nose

Horizantal
displacement of
nose tip

ENS

right

+-900

+-180

65

raise || ear

Vertical
displacement of left
ear

ENS

up

10

+-900

+-240

66

raise 1 ear

Vertical

ENS

up

10

+-900

+-240

displacement of
right ear

67

pull_|_ear

Horizontal
displacement of left
ear

ENS

left

10

+-900

+-300

68

pull_r_ear

Horizontal
displacement of
right ear

ENS

right

10

+-900

+-300
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In the follo
page 114.)
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Table C-2 -- FAP grouping

Group Number of FAPs
1: visemes and expressions 2
2: jaw, chin, inner lowerlip, cornerlips, midlip 16
3: eyeballs, pupils, eyelids 12
4: eyebrow 8
5: cheeks 4
6: tongue 5
7: head rotation 3
8: outer lip positions 10
9: nose 4
10: ears 4

wing, each facial expression is defined by a textual description and’d pictorial example. (r
This reference was also used for the characteristics of the descfibed expressions.

Table C-3 -- Values for expression_select

bference [10],

expregsion_select expression textual description

name

0 na na

1 joy The eyebrows are relaxed. The mouth is open and the mouth
corners pulled back toward the ears.

2 sadness The inner eyebrows are bent upward. The eyes arg slightly
closed. The mouth is relaxed.

3 anger The inner eyebrows are pulled downward and together. The
eyes are wide open. The lips are pressed against each other
or opened to expose the teeth.

4 fear The eyebrows are raised and pulled together. The inner
eyebrows are bent upward. The eyes are tense and alert.

5 disgust The eyebrows and eyelids are relaxed. The upper lip|is raised
and curled, often asymmetrically.

6 surprise The eyebrows are raised. The upper eyelids are wifle open,
the lower relaxed. The jaw is opened.
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3.12

3.10

2.14 2.12

Teeth 9.4 9.15 95

8.6 8.9 8.10

8.4 ' 81 85 8.
2.5 2.7 5, 26 24
‘-——0\"/—0—J

6.1

* Feature points affecte
o Other feature points

Tongue

d by FAPs

Figure C-1 -- FDP feature point set

In the following, the notation 2.1.x indicates the x coordinate of feature point 2.1.
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