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Foreword

ISO

(the International Organization for Standardization) and IEC (the International Electrotechnical
Commission) form the specialized system for worldwide standardization. National bodies that are members of
ISO or IEC participate in the development of International Standards through technical committees
established by the respective organization to deal with particular fields of technical activity. ISO and IEC
technical committees collaborate in fields of mutual interest. Other international organizations, governmental

and rjon-governmental, in liaison with ISO and IEC, also take part in the work. In the field ¢f information
technplogy, ISO and IEC have established a joint technical committee, ISO/IEC JTC 1.

Inter

The

tional Standards are drafted in accordance with the rules given in the ISO/IEC Directives,

ain task of the joint technical committee is to prepare International Standards. Draft

Standards adopted by the joint technical committee are circulated to national bedies for voting. |

an In

Atten
rights

ISO/I

rnational Standard requires approval by at least 75 % of the national bodies casting a votd.

ion is drawn to the possibility that some of the elements of this.document may be the sub
ISO and IEC shall not be held responsible for identifying anyerall such patent rights.

FC 19794-8 was prepared by Joint Technical Committee ISO/IEC JTC 1, Information

Subcommittee SC 37, Biometrics.

This
Anne
ISO/I

ISO/I
interc

tecond edition cancels and replaces the first edition (ISO/IEC 19794-8:2006), Clauses 6,
B of which have been technically revisedy' It also incorporates the Technical
FC 19794-8:2006/Cor.1:2011.

EC 19794 consists of the following partss-under the general title Information technology — H
hange formats:

art 1: Framework

art 2: Finger minutiae data

art 3: Finger pattern Spectral data
art 4: Finger image-tata

art 5: Face-image data

art 6. lris-image data

art/7: Signature/sign time series data

Part 2.
International

Publication as

ject of patent

technology,

7 and 8 and
Corrigendum

jometric data

— Part 8: Finger pattern skeletal data

— Part 9: Vascular image data

— Part 10: Hand geometry silhouette data

— Part 11: Signature/sign processed dynamic data

The following parts are under preparation:

— Part 13: Voice data

— Part 14: DNA data
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Introduction

With the interest of implementing interoperable personal biometric recognition systems, this part of
ISO/IEC 19794 establishes a data interchange format for pattern-based skeletal fingerprint recognition
algorithms. Pattern-based algorithms process sections of biometric images. Pattern-based algorithms have
been shown to work well with the demanding, but commercially driven, fingerprint sensor formats such as
small-area and swipe sensors.

The exchange format defined in this part of ISO/IEC 19794 describes all characteristics of a fingerprint in a
small data reford. Thus it allows for the extraction of both spectral information (orientation, frequency, ghase,
etc.) and feafures (minutiae, core, ridge count, etc.). Transformations like translation and rotation can also be
accommodat¢d by the format defined in this part of ISO/IEC 19794.

With this part|of ISO/IEC 19794 for pattern-based skeletal representation of fingerprints:
— interoperability among fingerprint recognition vendors based on a small data¢ecord is allowed;

— proliferafjon of low-cost commercial fingerprint sensors with limited-Coverage, dynamic range, or
resolution is supported;

— a data rgcord that can be used to store biometric information enda variety of storage mediums (including,
but not limited to, portable devices and smart cards) is defined;

— adoption|of biometrics in applications requiring interoperability is encouraged.
Note that it i$ recommended that biometric data protection techniques in ANSI X9.84 or ISO/IEC 1548 be

used to safeguard the biometric data defined in this‘part of ISO/IEC 19794 for confidentiality, integrity and
availability.

Vi © ISO/IEC 2011 — All rights reserved
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Information technology — Biometric data interchange
formats —

Pa

rt 8:

Finger pattern skeletal data

1

This

fingerprint recognition data. The data format is generic in that it can be applied and used in a
appligation areas where automated fingerprint recognition is involved.

This

test pfocedures as applicable to the interchange format for the exchange of pattern-based skele
recoghition data.

This

This part of ISO/IEC 19794 does nat establish

2

[ds)

tgst assertions of the structure of the finger pattern skeletal data format as specified i

jcope

part of ISO/IEC 19794 also specifies elements of conformance_testing methodology, test as

part of ISO/IEC 19794 establishes

BO/IEC 19794 (Type A Level 1 as will be defined in ISO/IEC 19794-1:2011/Amd.2),

test asssertions of internal consistency byichecking the types of values that may be containg
ield (Type A Level 2 as will be definedhin ISO/IEC 19794-1:2011/Amd.2).

—h

tgst of conformance of CBEFF structures required by this part of ISO/IEC 19794,
tgst of consistency withrinput biometric data record (Level 3),

test of other_tharacteristics of biometric products or other types of testing of biomg
(¢.9. acceptance, performance, robustness, security),

test of-conformance of systems that do not produce ISO/IEC 19794-8 records.

bart of ISO/IEC 19794 specifies the interchange format for the exchange of pattern-based skeletal

vide range of

sertions, and
tal fingerprint

h this part of

d within each

tric products

Conformance

A biometric data record conforms to this part of ISO/IEC 19794 if it satisfies all of the normative requirements
related to:

a)

b)

its data structure, data values, and the relationships between its data elements, as specified throughout

Clause 7 for the finger pattern skeletal data record format and Clause 8 for the finger pattern skeletal data

card format of this part of ISO/IEC 19794;

the relationship between its data values and the input biometric data from which the biometric data record

was generated, as specified throughout Clause 7 for the finger pattern skeletal data record format and

Clause 8 for the finger pattern skeletal data card format of this part of ISO/IEC 19794.

© ISO/IEC 2011 — All rights reserved
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A system that produces biometric data records is conformant to this part of ISO/IEC 19794 if all biometric data
records that it outputs conform to this part of ISO/IEC 19794 (as defined above) as claimed in the
Implementation Conformance Statement (ICS) associated with that system. A system does not need to be
capable of producing biometric data records that cover all possible aspects of this part of ISO/IEC 19794, but
only those that are claimed to be supported by the system in the ICS.

A system that uses biometric data records is conformant to this part of ISO/IEC 19794 if it can read, and use
for the purpose intended by that system, all biometric data records that conform to this part of ISO/IEC 19794
(as defined above) as claimed in the ICS associated with that system. A system does not need to be capable
of using biometric data records that cover all possible aspects of this part of ISO/IEC 19794, but only those
that are claimed to be supported by the system in an ICS.

3 Normative references
The following referenced documents are indispensable for the application of this document. For [dated
references, gnly the edition cited applies. For undated references, the latest editionOof the refergnced
document (ingluding any amendments) applies.

ISO/IEC 19794-1:2011, Information technology — Biometric data interchange formats — Part 1: Framework

ISO/IEC 781¢-6:2004, Identification cards — Integrated circuit cards — Part 6:)Interindustry data elemenfts for
interchange

ISO/IEC 7816¢-11:2004, Identification cards — Integrated circuit cards, —Part 11: Personal verification through
biometric methods

4 Terms |and definitions

For the purpgses of this document, the terms and definitions given in ISO/IEC 19794-1 and the following|apply.

4.1
sweat pore
minute opening in the dermis, allowing loss of fluid as a part of the temperature control of the body

5 Abbreviated terms

For the purpgses of this dogument, the following abbreviated terms apply.

BER Basic Encoding Rules

BIT Biometric.Information Template

CBEFF Common Biometric Exchange Formats Framework
DO hata,Object

ppcm iXels per centimetre

6 Determination of finger pattern skeletal data

This part of ISO/IEC 19794 for finger pattern interchange data is based on the skeleton representation of
friction ridges. Since the result of different skeleton generation algorithms will differ at a maximum of about a
quarter of the ridge width this will have no impact on interoperability. In order to get a robust skeleton of the
ridges a noise reduction and regularization may take place on the raw image. The direction encoding of the
skeleton line elements is included in the interchange data record. The start and endpoints of the skeleton
ridgelines are included as real or virtual minutiae, and the line from start to endpoint is encoded by successive
direction changes. In the following, first the minutiae characteristics and then the encoding definition for one
skeleton line is described.

2 © ISO/IEC 2011 — All rights reserved
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6.1 Minutia

Minutiae are points located at the places in the fingerprint image where friction ridges end or
ridges.
6.1.1 Minutia type

Each minutia point has a “type” associated with it. There are two major types of minutia: a “
represented by the 2-bit value 01 and a “ridge bifurcation” or split point represented by 2-bit val

split into two

ridge ending”
ue 10. Points

with three or more intersecting ridges (trifurcations, etc.) will be treated as a “ridge bifurcation” type.

Ridg
finger
contin

SKeletons require the use of both real and virtual minutiae.  Virtuar minutiae are
print image where a real ridge ending or a bifurcation does not exist, but a point is requireg
ue, a skeleton ridgeline. Virtual minutiae have thus two types: virtual endings and virtual co

irtual endings are necessary to describe skeleton lines ending at the image boeundary or 3
b those areas where there is insufficient image quality to determine ridges andyreal minutig
igure C.3). They are also needed to finish the encoding of a closed loap, (Table C.1). V

\/
t
F
have been assigned the 2-bit value 00.

rare cases a skeleton line description will require the insertion of\a-virtual minutia point g
or example, such points will be required to begin an encoding of a closed loop for which no
ist, as well as to describe ridges with high curvature at a sufficient accuracy (see note a
rvature in 6.2.4). These are called “virtual continuation~and have been assigned the
(Table C.1).

6.1.2| Minutia location and coordinate system

The doordinate system used to express the position, of the minutiae points of a fingerprint shall b
coordjnate system. Points shall be represented by their x and y coordinates, where x increass
and ylincreases downward (opposite of the pointing direction of the finger), when viewing on a
the finger (see Figure 1). Note that this is.ifilagreement with most imaging and image processit
viewing on the finger, x increases from right to left as shown in Figure 1. All x and y values are
For the skeletal pattern record format;the resolution is specified in the representation header, se|
skelefal pattern card format, the resolution of the x and y coordinates of the minutia shall be ir
The dranularity is one bit per five-hundredth of a millimetre in the normal format and one tenth ¢
in the|compact format:

1 unit|= 0,05 mm (normal format) or 0,1 mm (compact format).

oints on the
d to finish, or
htinuations.

t border lines
e points (see
rtual endings

n a ridgeline.
real minutiae
bout maximal
2-bitvalue 11

e a Cartesian
s to the right
latent print of
g use. When
hon-negative.
e.7.4. For the
metric units.
f a millimetre
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The position
only one neig

NOTE
of the ridge.

In
The position
ridge. In othe
The position
The position

analyse minu
but may sup

skeleton necgssary to increase.the accuracy of the ridge line description (Table C.1).

6.1.3 Angl¢ conventions

The minutiae
angle of a mi

latent print

Figure 1 — Coordinate system
of the minutia for a ridge ending shall be defined as\the coordinates of the skeleton poir]
hbour pixel belonging to the skeleton.

some format types of ISO/IEC 19794-2 a ridge enmding refers to the point of bifurcation of the valley i

bf the minutia for a ridge bifurcation shall be defined as the point of forking of the skeleton
[ words, the point where three or more ridges intersect is the location of the minutia.

bf a virtual ending shall be defined like the position of a real ridge ending.
for the minutiae type -“virtual continuation” is not evaluated by comparison algorithms

tiae points and angles-only. Minutiae of this type are only used for reconstructing the sk
port subsequent classifications of the reconstructed pattern. One may assign any point d

angle is measured increasing counter clockwise starting from the horizontal axis to the righ
hutia’is scaled to fit the bit width of the data field defined in the representation header.

t with

h front

of the

, that
Bleton
n the

t. The

The direction of a ridge skeleton endpoint is defined as the angle between the tangent to the ending ridge and
the horizontal axis extending to the right of the ridge ending point.

A ridge skeleton bifurcation point has three intersection ridges. The two ridges enclosing the ending valley
encompass an acute angle. The direction of a ridge bifurcation is defined as the mean direction of their
tangents. Where each direction is measured as the angle the tangent forms with the horizontal axis to the right.

The direction of the lines starting or ending at a points with more than three arms (trifurcation, etc.) shall be
defined like the direction of a real ridge ending.

The direction

of a virtual ending shall be defined like the direction of a real ridge ending.

© ISO/IEC 2011 — All rights reserved
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The direction for the minutia type “virtual continuation” is not evaluated by comparison algorithms, that analyse
minutiae points and angles only. Minutiae of this type are only used for reconstructing the skeleton but may
support subsequent classifications of the reconstructed pattern. One may assign the mean of the incoming
and outgoing direction or the outgoing direction (Table C.1).

6.1.4 Differences to minutia data in ISO/IEC 19794-2 — Finger minutia data

The definition of the minutia position and direction is identical with ISO/IEC 19794-2:2005 card format (Format
type ‘0006’) with

— minutia placement on a ridge bifurcation encoded as a ridge skeleton bifurcation point and

— J\inutia placement on a ridge endpoint encoded as a ridge skeleton endpoint.

To cdmpare minutiae with any other definition, a position and direction correction may'b€e necg¢ssary. There
may ke performance interoperability differences with the other format types of ISO/IEC19794-2.

The gngular resolution of minutiae in the finger pattern skeletal data record (s, defined in the| header. The
minimal resolution allowed is 16 directions, that is 22,5° per least significant bit. A resolutipn below the
recommended 64 directions (5,625°)(Table 1: Bit-depth of direction code start and stop direction) may cause a
decrepse in match quality for purely minutiae based comparisonalgorithms. This recpmmendation
corresponds to the angular resolution of the compact card format in fihger minutiae data.
Therd are no virtual minutiae (type ID 00 and 11) in the finger mjnutiae data format.
Therd is no minutia type “other” (type ID 00) in the skeletal{pattern data format.

Point|with more than three arms (trifurcation, etc.) arexnot mentioned in the finger minutiae data| so they may
be onpitted or encoded as “other”. In the finger pattern-skeletal data these structures get the type [‘bifurcation”.

6.2 (Encoding the skeleton ridge line by a direction code

6.2.1| Direction code
Each[line in the skeleton image.is_.encoded as a polygon. Therefore, each polygon element is|taken from a
fixed |set of line elements (defined in Clause 6.2.4). The line starts at an offset coordinate with a starting
directjon and the following minhutia characteristics:

— minutia type (2 bits:*00 virtual ending, 01 ridge ending, 10 ridge bifurcation, 11 virtual contindation);

— nmpinutia direction (bit-depth defined in the representation header, range: 0-360 degrees scaled according
te bit-depth);

— xrcoordinate (bit-depth defined in the representation header);

— y-coordinate (bit-depth defined in the representation header);
— number of direction elements following (8 bits).

The successive polygonal elements are defined by their direction change relative to the previous element or
for the first element relative to the minutia direction, scaled and rounded to the direction code range and
resolution (6.2.4). The length of each element is a function of the direction change (6.2.4):

— direction change (bit-depth and resolution defined in the representation header, data type is a signed
integer - the smallest negative number 10...0 is not used for direction change); (e.g. for bit-depth of 4 and
32 directions on 180° the signed integer range from -7 to 7 is scaled to the angle range from
—39,375° to +39,375°;

© ISO/IEC 2011 — All rights reserved 5
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— or in situations of high ridge line curvature one may wish to store direction elements at higher spatial
resolution. Therefore one can switch between two different resolution levels. With the smallest
negative number 10...0 the resolution level is switched between normal or high. A line encoding will
always start at normal resolution. On the first occurrence of 10...0 in a line code switch to high
resolution level in using half the step length, on the second occurrence switch back normal resolution

and

full step length etc. (Table C.2).

— the direction change is repeated until the line end is reached;

— minutia type of line end (2 bits: 00 virtual ending, 01 ridge end, 10 ridge bifurcation, 11 virtual
continuation).

If the skeleto

element follo

VS:

h line ends at a virtual ending (type number 00), the relative position of the minutia on"the line

— the relative minutia position //S, is scaled to the range 0-3 via min(3, floor(4//S,)) and storéd as ungigned
integer of length 2 bits, where / is the distance between the start of the last line element'and the m
and S, the step length of the last line element (Figure 2).

— If the skgleton line ends at a true minutia (type number 01 or 10) or is interrupted by a virtual contin

(type nu

small it

is done in the following manner: If the previously stored minutia“type of the line end is a

starting pyte aligned, the minutia data is completed by appending its direction and position. On una
ending type, it is repeated at the start of the next byte followed by direction and position.

Thus the encpding continues with the following:

— If the pr¢

the next

byte. Any unused bits caused by this alignment are filled with zeros.

— minutia direction (bit-depth defined in the representation header, range 0-360 degrees scaled acc

to bit-de

pth);

— x-coordinate (bit-depth defined in the représentation header).

— y-coordinate (bit-depth defined in therepresentation header).

If the ending
— the num

Any unused
the next line

minutia is of type virtual continuation (type number 11) the line description continues with:
ber of direction elements following (8 bits) and direction elements as described above.

Iits of the_fast byte for each encoded line is filled with zeroes to get a byte aligned beginni
ncoding:

viously stored minutia type of the line end is not starting byte aligned, it is repeated at the s

nutia,

Jation

mber 11) a byte-aligned minutia description follows. In order to.kéep the alignment overhead

ready
igned

tart of

brding

hg for

M \

T '

ai’l

©
T

Figure 2 — The relative minutia position on a polygon line element is the ratio I/S,, where S, is the
length of the line element passing the minutia M and / is the distance between the start of S, and

minutia M. o, is the angle of §,.
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6.2.2 General skeleton line encoding rules
To keep the encoding size small a line shall start with a real minutia (type 01 or 10) if possible.
There are no restrictions about the use of virtual continuation minutiae or high resolution mode.

NOTE 1

Virtual continuation minutia and the high resolution mode are “tools” to describe the ridges. One may prefer

one method to describe high curvature and use the other to mark a line passing a bifurcation, a core or delta or extreme

values in curvature. But these additional interpretations will increase the encoding size and can only be
interoperable manner.

No assumption shall be made about the order of the line encodings in the record.

used in a non

The {
qualit

keleton shall be encoded only for image areas where the ridge lines are displayed wit
y (Figure C.3).

NOTE
not su
data in

2 A one bit quality map is implicitly defined: At image areas with no encoded ridge lin€ nearby th
fficient and at a image area with an encoded ridge line nearby the quality is 1 or sufficient. With th
the extended data area a multi-bit quality map may be defined in addition.

To ju
lines
finger

ige the descriptive quality of the skeleton line encodings, one hags to)compare its recon
with the fingerprint image the encoding comes from. The reconstructed ridge lines shall
print image in ridge position and structure, thus the following rules)apply:

Tlhe reconstructed skeleton line polygon element shall be jaside the area of the ridge it is
most part of its length, i.e. at least 50%. A threshold in the range of 5% may be appropriate (
This value depends on the reconstruction and comparison quality requirements of the applic

Tlhe reconstructed skeleton line shall never be\inside the area of any other ridge but
describing.

Tlhe reconstructed skeleton line shall preserve the topology of the ridges (see the definition g

6.2.3| Constructing direction elements

For donstructing the direction change o; between two successive polygonal elements see

Figur¢ 4. First, draw a circle, of radius equal to the polygon element length, around the current
the intersection point between, the circle and the skeleton line the in forward direction. The dire
this ppint is scaled according to the bit-depth of the direction code. The difference between this
the previous line element/is stored. The end point of this new polygon element with the fixed

d direction serves as the next starting point.

ize replace the circle in the description above by the step size dependency defined in Claus

r.torminimize integration of digitalisation error, each starting point must be computed with

h a sufficient

b quality is O or
e zonal quality

structed ridge
describe the

Hescribing for
best practice).
htion.

the one it is

f skeleton).

Figure 3 and
point. Obtain
ction towards
direction and
ength and its

revious genstruction is done with direction independent step size. For the general directipn dependent

e 6.2.4.

elatively high

utiae.

If the skeleton line ends during a step it is linearly extended to fill the polygon element length. The line
encoding is completed with the minutiae type. For a true minutiae ending, its direction and the endpoint
coordinates are stored. For a virtual ending, the relative minutia position on the current step is stored.

If the direction change of the skeleton line cannot be described by a direction element, the line encoding shall
be interrupted by a “virtual continuation” and a new line encoding shall begin with the same point without
repeating the minutia data.

A bifurcation (trifurcation, etc.) (Figure 4 and Figure C.2) is represented by two (or more) skeleton line
encodings. One skeleton line passes the bifurcation without a real minutia at its position (Figure 4). All other
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lines end or start here and are assigned the type “bifurcation”. It is recommended to use the straightest ridge
line passing the bifurcation without encoding a real minutia.

NOTE The most straight line is probably the dominant line, for which repetitive encodings with this part of ISO/IEC
19794 will not result in different line encodings - while the branching off line may swap from bifurcation to a ridge ending.
i.e. depending from the sensor conditions in some images a bifurcation seems to be a ending with the dominant line
passing through.

ridge skeleton

a,,: starting direction 6 (ridge end direction)
oy: 1% direction change 0
o,: 2" direction change -3

Figure 3 4+ The direction encoding starting from a skeleton end point. A bit-depth of 4 is used for
direction change

ridge skeleton

| /\;2/( ‘ valley T
|

O ||

‘ ‘ o,,: starting direction 3 (valley end direction)
oy 1% direction change +3
| o,: 2™ direction change -3

Figure 4 —

sed

for direction change

6.2.4 Direction element length

At most steps the direction change will be straight or nearly straight. With an increase step length on small
direction changes and reduced angular range the number of direction elements are reduced.

The direction change dependant step size (Figure 5) and resolution is characterised by 4 parameters:

— The number of directions, N;, on © or 180°. This gives the angular resolution, e. g. with N; = 32 the
resolution is 5,625°.
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— With the bit-depth for one direction code element one gets the number of possible directions at each step.
Since the change is symmetric to 0, the angular range is

NOTE 1

Omax = +(180° / Ny) (271 =1) (1)

— The step length for going straight, S..

With a resolution of 5,625° and at a bit-depth of 4, this gives a maximal bending of omax = £39,375°

— The maximal displacement perpendicular to the current direction, S,. In the representation header this
value is stored relative to the straight step size, S,, as 256 x S,/S,. If 256 x S,/S; is set to O in the

r

The d

|
Q

Q

With

arche

with t

(0

and W

FP | Al + + 4 1 +lo £ C £ TP H 'H 1 + H Al
JPIUOUI nautuvuIrT ricaucTIl ad vulriouwdrit DLUF LA~} IUlII VT Oy TUT AT UIMTCTULUUTT TITITICTIO To UOoTU.
esign characteristics for the direction dependant step size are
Y — | = constant forall i € {.., -2,-1,0, 1,2, .. }.

pnstant spatial accuracy for all direction changes, i. e. the distance between subsequent stg

pbnstant: |’7, —ijﬂ| = constant forallie {..,-2,-1,0,1,2, .. }.

hese conditions the endings of all of possible directions; 7; for one step are located or

5 as shown in Figure 5. Thus the direction dependant/step size, |’71| is defined by:
S’ +4S7%)
X MSln(Zw—kxiD for S, >0
[ = 4Sp
S, for, §, =0
e angle o, between current direction and step 17; defined as:
;=180°i/ N,
here:
= arctan(2S, / S,),

e {.., -2, -1,-0;1, 2, .. } is the number of the direction change,

is the-step length for going straight,

— §

iSthe maximal displacement perpendicular to the current direction, and

— N, is the number of directions on & or 180°.

An ex

NOTE

withou

© IS0/

ample for the angle dependant step size is given in Annex C.

pnstant angular resolution, i. e. the distance between subsequent bending angles;‘e,, is copstant:

N
»

ps,

two circlular

(2)

©)

2 The maximal curvature of the polygon is achieved with the minimal step size 1, = r(0max) from (2) at the
maximal bending angle o, from (1). A polygon with constant bending angle o,,,, and constant element length r;, has a
radius R = 180° 7y / (T Olmax). With S; = 16, S, = 3,75, and o, = 39,375°, a minimal step length r,,;, = 3,9 and a radius of
5,7 pixel at a resolution of 100 ppcm is attained. At high resolution level the step length is cut in half, r;, = 1,95, thereby
getting a radius of 2,85 pixels. With these settings a u-turn down to 0,6mm Sdiameter may be represented by a polygon

t interruption by a virtual continuation minutia.
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direction

d irectioﬁ RS

Figure 5 — Step length dependency of direction change
(a) with S, = 0 a constant step length is used, here at a angular resolution of 11,25°
(b) with S, >(0 the steps at small bending angles are increased while steps at large bending anglefs are
short. Here again 15 directions are encoded at higher angular example resolution of 5,625°

6.3 Skeleton line neighbourhood index
The skeleton|line gives the spatial connectivity in one dimension along the line. The direction perpendictilar to
the line is givien by the neighbouring lines. Thus to help any*comparison algorithm to analyse and compare a

local two dimpensional image area a link to the adjacent”lines is very usefull. This link is given by Jist of
neighbours fgr each encoded line. (see C.5)

6.3.1 Adjadent lines
Two encoded ridge lines are neighbours to-each other
a) if they ar¢ surrounding the same part of a valley
1) for 4 not interupted distance of least the width of the valley

2) or fgr the wholedine length of one of the lines (i.e. one of the lines is too short to comply with the
condlition 1)

b) and if the image has sufficient not interupted quality to support this ridge-valley-ridge-structure over the
whole argaineeded to comply the condition a).

6.3.2 Recording the neighbour indices

The line index is the sequencial number of the encoded lines. A new line is starting with a starting minutia of
any type (including continuation minutiae).

For each line with index number L one gets a list of neighbouring lines with indices 4. If line 1 is a neighbour
of line 2 also line 2 is a neighbour of line 1. So to get each neighbour relation only once, only lines with an
index number 4; < L are listed as neighbour of line L. This neighbourhood index list, including the line index L,
is sorted by decreasing line index:

L A, ..., A4, where L>4;, A;>A,, ..., A,.;>4,,

10 © ISO/IEC 2011 — All rights reserved
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where 7 is the number of neighbourhood entries for Line L. Since a line may be a neighbour to itself (e.g. at a
u-turn), the first number in this list 4, may be equal L. But since it is not usefull to list a neighourhood relation

twice,

any of the other indices shall be different i.e. 4, ,>A4,.

Then the subsequent differences between the line index L and the neighbour indices 4; are calculated:

L'Ab A]'AZy ey An-l'Am

The following data is recorded for one line:

— The number of neighbourhood entries for this line

—h

Conc

bllowed by the list of index differences.

htenating the neighbour index data for all encoded lines in the same order as the-line end

record gives the skeleton line neighbouring index list.

The 1
index
a bit-(¢

7 K

71

The r
data.
are n
sepair

7141

Table]
data f
not re

(4)

odings in the

keleton line neighbourhood index data starts with the bit-depth necessary to store the el¢ments in the

list. The bit-depth is recorded in one byte followed by the neighbourhood\index list, packed
epth given.

inger pattern skeletal data record format

Introduction

pcord format contains fields for both public and extended (proprietary) finger pattern skeleta
With the exception of the format identifier and<the version number for this part of ISO/IEC
Lll-terminated ASCII character strings, all data is represented in binary format. There g
ptors or field tags; fields are parsed by byte\count.

Pattern record format summary

1 is a reference for the fields.present in the finger pattern skeletal data record format. Optiq
ormats for ridge counts, caré.and delta data, zonal quality information and sweat pore pos
presented here.
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Table 1 — Finger pattern skeletal data record format summary

Field Size Values Notes
Format Identifier 4 bytes 46534b00Hex | “FSK” — finger pattern skeletal record
(‘FSK’ 0 Hex)
Version of this part of ISO/IEC 19794 | 4 bytes 30323000rex | This number indicates the second
('0"2"0'00 Hex) | version of this part of ISO/IEC 19794
used for constructing the iris image
data record and shall be placed in four
5 bytes. This version number shall
g consist of three ASCIl numerals
% fotftowed by a zero byte as a INULL
I string terminator.
()
g Lepgth of total record in bytes 4 bytes

Number of finger representations in 2 bytes 1 to 255

redgord

Céfrtification flag 1 bytes 00 Hex no representation contains a
certificationrecord
01 nex <all“representations contain a
certjfication record

Representation length 4 bytes The representation-length field
denotes the length in bytes of the
representation including the
representation header fields.

Cdpture date and time 9 bytes The capture date and timg¢ in
Coordinated Universal Time (UTQ). Its
value shall be encoded in the |form
given in ISO/IEC 19794-1.

|z Capture device technology identifier 1byte 0to 20 Table 2
c | o
-% 'E Capture device vendor identifier 2 bytes 0000 Hex Identifier registered with IBIA
e g to FFFF nex
2| 3
© | & | Capture device type identifier 2 bytes 0000 Hex Vendor specified
o2 to FFFF hex
— (0]
g 3 Number of quality blocks 1 byte 0to 255 This field is followed by the numiyer of
21 5 5-byte Quality Blocks reflected By its
S| < value.
> [0)
© ©
8 o A value of zero (0) means thgt no
S ]C: attempt was made to assign a qpality
=1 8 score. In this case, no Quality Bjocks
= ©
5 = are prncnhf
| 3
S| 9 Quality score 1 byte 0to 100, 255 | O: lowest
g & 100:  highest
o ~ 255; failed attempt to assign a
§ quality score
Ko}
£ Quality algorithm vendor 2 bytes 0000 Hex
§ identifier to FFFF hex
Quality algorithm identifier 2 bytes 0000 Hex
to FFFF HEX
Number of certifications 1 byte 00 Hex 00 Hex no certification information
to FF HEX

12
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Field Size Values Notes
Certification authority 2 bytes 0000 Hex
S identifier to FFFF nex
= T
g
T 2 [ Certification scheme 1 byte 00 Hex Table 3
o identifier to FF pEx
Finger position 1 byte 0to 10 Table 4
Representation number 1 byte 0to 15
Resolution of finger pattern [ppcm] 1 byte 1 to 255 Recommended 100ppcm
Impression type 1 byte Oto3,8to Table 5
23 t0 29
Skeleton image size in x 2 bytes in pixels
Skeleton image size iny 2 bytes in pixels
Bit-depth of direction code start and 1 byte 81to 16 Recommended 8
stop point coordinates
Bit-depth of direction code start and 1 byte 4t08 Recommended 6
stop direction
Bit-depth of direction in direction code | 1 byte 3to8 Recommended 4
Step size of direction code S, 1 byte 110 255 Recommended 16
Relative perpendicular step size 1 byte 0to 255 Recommended 60
256 x S,/S;
Relative perpendicular step size .byte 0 to 255 Recommended 60
256 x S,/S
sNumber N, of directions on 180° 1 byte 1 to 255 Recommended 32

Length of finger pattern skeletal' data 2 bytes
block

Length of finger pattern-skeletal data 2 bytes

Finger pattern skeletal data In prev.
field
Length of skeleton line 2 bytes
neighbourhood index data
Skeleton line neighbourhood index In prev.
data field
Extendeddatabtock :Ullyth 2 bytca CCCC HEX — 110 extended-area
Extended data area type code 2 bytes 00 Hex only present if extended data block
to FF hex length # 0
Each extended dat tai
Extended data area length 2 bytes ach exten .e. ala area may contain
vendor-specific data, or one or more of
Extended data In prev. the following (in any order):
field — Ridge count data,
— Core and delta data
— Zone quality data

— Sweat pore position data
—  Skeleton structural data

© ISO/IEC 2011 — All rights reserved 13
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7.2 Record organization

The organization of the record is as follows:

number of finger representations represented and the overall record length in bytes;

A single finger record for each finger, consisting of:

A fixed-length (15-byte) general header containing information about the overall record, including the

A variable length representation header containing information about the data for a single finger;

The

An 4
ared

All multi-byte
byte quantity

Bit order follo
bit address. A

7.3 Gener

There shall |
header will cg

7.31

The finger paftern skeletal data record shall begin with afermat identifier to be recorded in four bytes. F

part of ISO/IE
string terming

7.3.2 Versi

The version
placed in fou

NULL string terminator. The first and second character will represent the major revision number and th

character wil
shall be “020]

7.3.3 Length of total record

The length of
including the

Format identifier

ariable lengin Tingerprint patiern skeletal description,

s for each finger.
quantities are represented in Big-Endian format; that is, the more significant-bytes of any
are stored at lower addresses in memory than (and are transmitted before)less significant

ws the same endianness as the byte order. That is, the most significant bit is stored at the |
Il numeric values are fixed-length integer quantities.

al header

e one and only one general header for the finger pattern skeletal data record. The g
ntain information describing the identity and characteristics of the device that generated th

C 19794, it shall consist of the three ASCll.characters “FSK”, followed by a zero byte as a
tor.

bn number

humber for the version ofthis part of ISO/IEC 19794 used in constructing the record sh
[ bytes. This version number shall consist of three ASCII numerals followed by a zero byt

represent the miporrevision number. Upon approval of this specification, the version n
(an ASCII ‘O’followed by an ASCII 2’ and an ASCII ‘0’).

the entire BDIR shall be recorded in four bytes. This count shall be the total length of the
peheral record header and one or more representation records.

%

xtended data block containing the extended data block length and zero or more extended data

multi-
bytes.
pwest

pneral
b data.

Dr this
NULL

all be
as a
third
mber

BDIR

7.3.4 Number of finger representations

The total number of representation records contained in the BDIR shall be recorded in two bytes. A minimum
of one representation is required.

7.3.5 Certification flag

The one-byte certification flag shall indicate whether each Representation Header includes a certification
record. A value of 004, shall indicate that no representation contains a certification record. A value of 01,

shall indicate
NOTE

that all representations contain a certification record.

in the certification record has the value 0).

14

A certification record that is present may contain 0 certifications (in that case the number-of-certifications field
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A finger pattern skeletal representation header shall start each area of finger data providing information for
that finger. There shall be one finger pattern skeletal representation header for each finger contained in the
finger pattern skeletal data record. The finger pattern skeletal representation header will occupy at least
37 bytes as described below. Note that it is permissible for more than one single finger record to represent the

same

7.4.1.

finger, with (presumably) different data.

1 Representation length

The r

headé¢r fields.

7.41

The g
Unive
the fol
This f

741,

The d
devic
unsps

2  Capture date and time

bpresentation-length field denotes the length in bytes of the representation including the r

apture date and time field shall indicate when the capture of this representation started in
rsal Time (UTC). The capture date and time field shall consist of 9 bytes. Its value shall 4
rm given in ISO/IEC 19794-1.This field shall indicate the date and time the representation
eld is not intended encode the time the record was instantiated.

3 Capture device technology identifier

apture device technology ID shall be encoded in one byte. This field shall indicate the clg
b technology used to acquire the captured biometric’sample. A value of 00, indicates
cified technology. See Table 2 for the list of possible values.

Table 2 — Capture-device technology identifiers

bpresentation

Coordinated
e encoded in
vas captured.

ss of capture
unknown or

Capture device technology identifier Class of device technology

0 Unknown or unspecified

1 White light optical TIR

2 White light optical direct view on platen
Note: Card scanner should encode their technplogy
type as “white light optical direct view on platen].

3 White light optical touchless

4 Monochromatic visible optical TIR

5 Monochromatic visible optical direct view on pldten

8 Monechromatic-visible-optical-teuchless

7 Monochromatic IR optical TIR

8 Monochromatic IR optical direct view on platen

9 Monochromatic IR optical touchless

10 Multispectral optical TIR

11 Multispectral optical direct view on platen

12 Multispectral optical touchless

© IS0/
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13 Electro luminescent

14 Semiconductor capacitive
15 Semiconductor RF

16 Semiconductor thermal
17 Pressure sensitive

18 Ultrasound

1 Mechanical

20 Glass fiber

7414 Ca

The capture ¢dlevice vendor identifier shall be recorded in two bytes. It shall identify the biometric organi

that owns th
registration a

7415 Ca

This capture
the BDIR anag
A value of all

7.4.1.6 Finger quality

7.41.6.1 Ge

A quality recg

7.4.1.6.2 Nu

The first byte
pattern skele
for each qual
quality score.

7.4.1.6.3 Quaglity,score

bture device vendor identifier

e product that created the BDIR and shall be registered with.the IBIA or other app
ithority. A value of all zeros shall indicate that the capture device vendor is unreported.

pture device type identifier

shall be assigned by the registered BDIR product ewner or other approved registration au
zeros shall indicate that the capture device type is-unreported.

heral

rd shall consist of a length field followed by zero or more quality blocks.

mber of quality blocks

is mandatory and-shall contain the number of blocks of quality information of the overall
al data. Subsequent 5-byte blocks shall contain the specific quality/vendor/algorithm inforn
ty/vendor/algarithm evaluation. A value of zero (0) means that no attempt was made to as
In this case€)_no Quality Blocks are present.

Quality scorel

Bation
roved

Hevice type identifier shall be recorded in two bytes, it shall identify the product type that created

hority.

finger
nation
5ign a

as defined in ISQ/AEC 29794-1_shall he a qnnntitaﬁ\/p m(prpccinn aof the prpdir‘tpd verifi

Cation

performance of the biometric sample. Valid values for Quality Score are integers between 0 and 100, where
higher values indicate better quality. A value of 255 is to handle a special case. An entry of 255 shall indicate
a failed attempt to calculate a quality score. Multiple quality scores calculated by the same algorithm (same
vendor identifier and Quality Algorithm identifier) shall not be present in a single representation.

7.4.1.6.4 Quality algorithm vendor identifier

To enable the recipient of the quality score to differentiate between quality scores generated by different
algorithms, the provider of quality scores shall be uniquely identified by the next two bytes. This Vendor

identifier shal

16

| be registered with the International Biometrics Industry Association (IBIA).
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7.4.1.6.5 Quality algorithm identifier

The remaining two bytes shall specify an integer product code assigned by the vendor of the Quality Algorithm
ID. It indicates which of the vendor’s algorithms (and version) was used in the calculation of the quality score
and must be within the range of 1 to 65535.

7.41.7 Capture device certifications

7.4.1.7.1 General

The multi-byte certification record contains information to indicate the compliant certification procedures that
wereJ:sed to test the biometric capture equipment used. If the certification flag in the general header has a

value|of 00+ex, no capture device certification information shall be present in any of the represeritation header

records for that finger pattern skeletal record.

7.41.[7.2 Number of certifications
The flrst byte is mandatory and shall contain the number of successful certifications for the cgpture device.

This byte is followed by 3-byte blocks containing certification information~A value of 00 wex in Jthis first byte
shall indicate that this capture device has not been certified and no certification blocks follow.

7.4.1[7.3 Certification authority identifier
Certification authority identifier shall be encoded in two bytes, Certification Authority is the agency that certifies

a devjce according to a particular capture device quality specification. Certification authority identifier shall be
registered by the IBIA or other approved registration authority.

7.4.1]7.4 Certification scheme identifier

This last byte of the certification block shall identify a certification scheme used to certify the capfure device. A
list of [current certification scheme identifiers:is'contained in Table 3.

Tﬂble 3 — Identifiers for certification schemes specified in Annexes to this part of ISO/IEC 19794

Cerllification scheme identifier Normative reference (Title of Annex or of standard)

01 ngx Annex B.1 Image quality specification for AFIS systems

02 nx Annex B.2 Image quality specification for personal vefification

03 iy Annex 3.3 Requirements and test procedures for optital
fingerprint scanners

7.4.1.8 Finger position

The finger position code shown on Table 4 shall be recorded in one byte. The codes for this byte shall be as
defined in Table 5 of ANSI/NIST-ITL 1-2007, “Data format for the interchange of fingerprint, facial, & other
biometric information”. This table is reproduced here in Table 2 for convenience. Only codes 0 through 10
shall be used, the “plain” codes included in Table 5 of ANSI/NIST ITL 1-2007 are not relevant for this part of
ISO/IEC 19794.

© ISO/IEC 2011 — All rights reserved 17


https://iecnorm.com/api/?name=8770d3d316de15a83944fc96171a13c1

ISO/IEC 19794-8:2011(E)

Table 4 — Finger position codes

Code

Finger position
Unknown finger
Right thumb

Right index finger
Right middle finger
Right ring finger
Right little finger
Left thumb

Left index finger

o

7419 Re

If more than
have a uniqy
uniquely iden
same finger {
finger pattern
recorded in 0

Left middle finger
Left ring finger
Left little finger

O XN O N WIN|—

N
o

bresentation number

bne finger pattern record in a general record is from the same finger; each pattern record
e representation number. The combination of finger location and/representation numbe
tify a particular pattern record within a general record. Multiple_finger pattern records fro
hall be numbered with increasing representation numbers, beginning with zero. Where on
record is taken from each finger, this field shall be set to Q. The representation number sh
he byte.

7.4.1.10 Resolution of scaled image

The resolutio
stored in 1 by

n (in ppcm) of the scaled finger image(s) shallkbe uniform in the x and y-directions and sh
te.

74111 Im

ression type

The impression type of the finger images that the finger pattern skeletal data was derived from sh
recorded in ohe byte. The codes for this byte are shown in Table 5. These codes are derived from Table
ANSI/NIST-ITL 1-2007, “Data format for.the interchange of fingerprint, facial, & other biometric inform

The “swipe”
small sensor
are not relevs

pe identifies data records derived from image streams generated by sliding the finger ac
Only codes 0 through 3, 8, 24 and 28 through 29 shall be used; the “latent” and “palm”
nt for this part of ISOAEC 19794.

Table 5 — Impression type codes

Code
0

Description

Live-scan plain

shall
shall
m the
y one
all be

all be

all be
11 of
tion”.
0SS a
Codes

KN

Live-scan rolled

18

Nonlive-scan plain

Nonlive-scan rolled

Latent impression

Latent tracing

Latent photo
Latent lift

Live-scan swipe

O || N[O |N|W|DN

Vertical roll
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Reserved by SC37 10 to 23
Live-scan optical contactless plain 24
Reserved by SC37 25 to 27
Other 28
Unknown 29
7.4.1.12 Size of skeleton image in x direction
The sjze-eHhe-skeleton-image-inpixels-r-the-x-direction-shal-be-contained-ir2-bytes:
7.4113 Size of skeleton image in y direction

The s

741

The b
descr

7.41

The b
of the,

741

The b

741

The maximal step size S; in the current direction of each direction code step shall be recorded in

7.41

The r

7.41

The 4

N4 Bit-depth of direction code start and stop point coordinates

N5 Bit-depth of direction code start and stop direction

16 Bit-depth of direction in direction code

17 Step size of direction code

18 Relative perpendicular step size of direction code

19 Number of directions on 180°

ze of the skeleton image in pixels in the y direction shall be contained in 2 bytes.

it-depth used to represent the x and y-coordinate of the starting and ending point in the g
ption of the skeleton shall be recorded in 1 byte.

it-depth used to represent the direction of the starting-abhd ending point in the direction coq
skeleton shall be recorded in 1 byte.

it-depth used to represent the direction in the direction code shall be recorded in 1 byte.

lative perpendicular step size floor(256 x S,/S;) of the direction code shall be recorded in 1

ngular;resolution of the direction code is stored as the number N, of directions on 180°

recorTed in1 byte.

irection code

e description

| byte.

byte.

and shall be

7.41.

20 Length of finger pattern skeletal data block

The length (in bytes) of the finger pattern skeletal data block recorded for the finger shall be recorded in two
bytes. The length provided includes any padding bits necessary to complete the last byte of finger pattern
skeletal data.

7.4.2

Finger pattern skeletal data block

The finger pattern skeletal data block for a single finger has two parts: the finger pattern skeletal data and the
skeleton line neighbourhood index data. Each part is recorded together with a length descriptor as follows.

© IS0/
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7.4.21 Length of finger pattern skeletal data

The length (in bytes) of the finger pattern skeletal data shall be recorded in two bytes. The length provided
includes any padding bits necessary to complete the last byte of finger pattern skeletal data.

7.4.2.2 Finger pattern skeletal data

The finger pattern skeletal data for a single finger shall be recorded as defined in Clauses 6.1 and 6.2.

7.4.2.3 Length of skeleton line neighbourhood index data

The length (im bytes) of the skeleton line neighbourhood index data shall be recorded in two bytes. The length
provided inclfides any padding bits necessary to complete the last byte of finger pattern skeletal data:

7.4.2.4 Skeleton line neighbourhood index data

The skeleton|line neighbourhood index data for a single finger shall be recorded as defineédin Clause 6.3.

7.5 Extended data

The extended data area of the finger pattern skeletal data record is open to(placing additional data thgt may
be used by the comparison equipment. The size of this area shall be kept-as small as possible, augmenting
the data storgd in this part of ISO/IEC 19794 pattern skeletal data area. The extended data for each ffinger
representatiop shall immediately follow this part of ISO/IEC 19794 “pattern skeletal data for that [finger
representation and shall begin with the extended data block lengthy'More than one extended data areq may
be present fdgr each finger and the extended data block length 4will’be the summation of the lengths ofl each
extended datp area. The data block length is used as a signal:for the existence of the extended data while the
individual extended data length fields are used as indices to\parse the extended data. Note that the ext¢nded
data area carnnot be used alone, without this part of ISO/IEC 19794 portion of the pattern skeletal data rgcord.

While the extended data area allows for inclusion of-proprietary data within the pattern skeletal format, his is
not intended fo allow for alternate representations, of data that can be represented in open manner as dgfined
in this part off ISO/IEC 19794. In particular, ridge count data, core and delta data, zonal quality informatjon or
sweat pore positions shall not be represented’ in proprietary manner to the exclusion of the publicly defined
formats in thjs part of ISO/IEC 19794.. Additional ridge count, core and delta, zonal quality informatfon or
sweat pore ppsitions may be placed in a proprietary extended data area if this part of ISO/IEC 19794 |fields
defined below are also populated. The intention of this part of ISO/IEC 19794 is to provide interoperability.

7.5.1 Common extended datafields

7.5.1.1 Extended datablock length

All pattern skeletal ‘data records shall contain the extended data block length. This field will signi
existence of g¢xtended data, and shall be recorded in 2 bytes. A value of all zeros (0000 vex hexadecima
indicate that there-is-no-extended data-and-that the fillewill end or continuewith-the ne ingerrepresseniation.
A nonzero value will indicate the length of all extended data starting with the next byte.

7.51.2 Extended data area type code

The extended data area type code shall be recorded in two bytes, and shall distinguish the format of the
extended data area as defined by the Vendor specified by the CBEFF_BDB_product owner and
CBEFF_BDB_product_type in the CBEFF header. A value of zero in both bytes is a reserved value and shall
not be used. A value of zero in the first byte, followed by a non-zero value in the second byte, shall indicate
that the extended data area has a format defined in this part of ISO/IEC 19794. A non-zero value in the first
byte shall indicate a vendor specified format, with a code maintained by the vendor. Refer to Table 6 for a
summary of the extended data area type codes. If the extended data block length (7.5.1.1) for the finger
representation is zero, indicating no extended data, this field shall not be present.
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NOTE If vendor defined extended data is present and the Standard Biometric Header (SBH) doe
CBEFF_BDB_product_owner and CBEFF_BDB_product_type, then the link between the extended data and the vendor
will be lost.
Table 6 — Extended data area type codes
First byte Second byte Identification

00 Hex 00 Hex Reserved by ISO/IEC JTC1 SC37

00 HEex 01 pEex ridge count data (Clause 7.5.2)

00 Hex 02 hex core and delta data (Clause 7.5.3)

00 HEex 03 HEex zonal quality data (Clause 7.5.4)

00 +rx 04 e sweatpore-position-data{Clause 7255}

00 Hex 05 Hex skeleton structural data (Clause 7.5.6)

00 Hex 06 nex -FF Hex Reserved by ISO/IEC JTC1 SC37

01 Hex -FF rex | 00 HEx Reserved by ISO/IEC JTC1 SC371

01 pex -FF qex | 01 pex -FF HEex vendor-defined extended data
7.513 Extended data area length
The lgngth of the extended data area, including the extended data area.type code and length
shall be recorded in two bytes. This value is used to skip to the.next extended data if the¢ comparison
algorifhm cannot decode and use this data. If the extended ‘data block length (7.5.1.1) f
representation is zero, indicating no extended data, this field shall'not be present.
7.514 Extended data area
The gxtended data area field of the extended data‘block is defined by the equipment that is g
finger| pattern skeletal data record, or by comimon extended data formats contained in

ISO/I

the fir]

7.5.2

If the

forma
minut

skele

minut

ISO/IEC 19794-8:2011(E)

s not support

FC 19794; see Clauses 7.5.2, 7.5.3, 7.5.4%%.5.5 and 7.5.6. If the extended data block lengt
ger representation is zero, indicating novextended data, this field shall not be present.

Ridge count data format

extended data area type code’is 0001 wex, the extended data area contains ridge count infd
t is provided to contain ‘optional information about the number of fingerprint ridges bety
ae points. Each ridge_count is associated with a pair of minutiae points contained in the
al data area definedin Clause 7.4.2; no ridge information may be contained that is as

pf data fields,

or the finger

enerating the
this part of
h (7.5.1.1) for

rmation. This
veen pairs of
finger pattern
sociated with

ae not included-in‘the corresponding skeletal data area. Ridge counts shall not inclugle the ridges

repregented by either-of the associated minutiae points. Refer to Figure 6 for clarification; the ridge count
betwgen minutiae,A-and B is 1, while the ridge count between minutiae B and C is 2.
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Figure 6 — Example ridge count data. Note the difference of the minutiae positions to ISO/IEC 19

7.5.21 Rid
The ridge co
counts assod
extracting thg
or by extract

ge count extraction method

Iint data area shall begin with a single byte indicating the ridge count extraction method.
iated with a particular centre minutiae point are frequently extracted in one of two wa

as mentioned in 6.1.4

y94-2

Ridge
s: by

ridge count to the nearest neighbouring minutiae in each of four-angular regions (or quadiants),

ng the ridge count to the nearest neighbouring minutiae¢in“each of eight angular regio

ns (or

octants). Thg ridge count extraction method field shall indicate the extraction method used, as shawn in
Table 7.
Table 7 — Ridge count extraction method codes
RCE Extraction | Comments
method method
field value
00 Hex Non- No assumption shall‘tbe made about the method used to extract ridge cotints,
specific nor their order imythe record; in particular, the counts may not be between
nearest-neighbour minutiae
01 pex Four- For each centre minutiae used, ridge count data was extracted to the negrest
neighbour | neighbouring minutiae in four quadrants, and ridge counts for each cgntre
(quadrants) | minutiae.are listed together
02 Hex Eight- For-gach centre minutiae used, ridge count data was extracted to the nearest
neighbour | neighbouring minutiae in eight octants, and ridge counts for each cgntre
(octants) minutiae are listed together
If either of thgse spegific extraction methods are used, the ridge counts shall be listed in the following waly:
— all ridge gounts for a particular centre minutiae point shall be listed together;

the centre minutiae point shall be the first minutiae point references in the three-byte ridge count data;

if a given quadrant or octant has no neighbouring minutiae in it, a ridge count field shall be recorded with

both the minutiae index and the ridge count fields set to zero (so that, for each centre minutiae, there
shall always be four ridge counts recorded for the quadrant method and eight ridge counts recorded for
the octant method);

22

no assumption shall be made regarding the order of the neighbouring minutiae.
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7.5.2.2 Ridge count data

The ridge count data shall be represented by a list of three-byte elements. The first and second bytes are an
index number, indicating which minutiae in the corresponding finger pattern skeletal data are being considered.
The third byte is a count of the ridges intersected by a direct line between these two minutiae.

If a given quadrant or octant has no neighboring minutiae in it, a ridge count data three-byte element shall be
recorded with the first minutia index field set to the central minutia index number, the second minutia index
field set to 255 and the ridge count field set to 255. For each central minutia, there shall always be four ridge
counts recorded for the quadrant method and eight ridge counts recorded for the octant method.

The i ge-count data shall be listed in innrnncing order of the index numbers. There is no rnqnimrnent that the
ridge [counts be listed with the lowest index number first. Since the minutiae are not listed in_jany specified
geometric order, no assumption shall be made about the geometric relationships of the various ridge count
items
7.5.23 Ridge count format summary
The ridge count data format shall be as follows:
7521 7522 7522 7522 7522 7522 7522
Extraction type index #1 index #2 ridge count index #1 index #2 ridge count
| Method | index | Index |  count | .. [\“Dindex |  index || count |
1 byte 1 byte 1 byte 1 byte 1 byte 1 byte 1 byte
— _/ — _/
~— —~—
3 bytes 3 bytes
7.5.3| Core and delta data format
If the |extended data area type code is 0002 %, the extended data area contains core and delta information.
This format is provided to contain optional*information about the placement and characteristicq of the cores
and deltas on the original fingerprint,image. Core and delta points are determined by the ovefall pattern of

ridgeg in the fingerprint. There may. be zero or more core points and zero or more delta points for any
fingerprint. Core and delta pointsimay or may not include angular information.

The dore and delta information shall be represented as follows. The first byte shall contain the niimber of core
pointg included; valid values are 0 to 15.

7.5.31 Number.of.cores

The number-of_core points represented shall be recorded in the least significant four bits of this byte. Valid
values are-frem 0 to 15. The most significant four bits of this byte shall be reserved by ISO/IEC JTC1 SC37 for
future revision of this specification. For version 2.0 of this part of ISO/IEC 19794, these bit valuels shall be set
to 0.

7.5.3.2 Core information type

The core information type shall be recorded in the two most significant bits of the two bytes of the x coordinate
of the core position. The bits “01” will indicate that the core has angular information while “00” will indicate that
no angular information is relevant for the core type. If this field is “00”, then the angle field shall not be present
for this core.
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7.5.3.3 Core position

If there are ridge endings enclosed by the innermost recurving ridgeline, the ending nearest to the maximal
curvature of the recurving ridgeline defines the core position. If the core is a u-turn of a ridgeline not enclosing
ridge endings, the valley end defines the core position.

The x coordinate of the core shall be recorded in the least significant fourteen bits of the first two bytes
(fourteen bits). The y coordinate shall be placed in the least significant fourteen bits of the following two bytes.
The most significant two bits of these two bytes shall be reserved by ISO/IEC JTC1 SC37 for future revision of
this specification. For version 1.0 of this part of ISO/IEC 19794, these bit values shall be set to 0. The

coordinates s

hall be expressed in pixels at the resolution indicated in the general header.

7534 Co

If the core
characteriseg
it. The angle
core position

The angle of
measured ing
negative valu
the core infor|

7.5.3.5 Nu
The number
values are frd
future revisio
to O.

'e angle

as a discernible angle of direction it shall be recorded in the core informationy sinc
the type of core. The core has a direction if there is a ridge or a group of ridges peinting to
of a core is defined by the angle of the tangent to these ridge lines as close)as possible
The tangent is pointing to the open side of the U-structured ridge.

the core shall be recorded in one byte in units of 1,40625 (360/256)degrees. The core ar]
reasing counter-clockwise starting from the horizontal axis to the right. The value shall be
e between 0 and 255, inclusive. For example, an angle value of\16 represents 22,5 degr
Mmation type is zero (see Clause 7.5.3.2), then this field shall noetbe present for this core.

mber of deltas

of delta points represented shall be recorded in the least significant four bits of this byte.
m 0 to 15. The most significant four bits of this, byte shall be reserved by ISO/IEC JTC1 SC
n of this specification. For version 1.0 of this part of ISO/IEC 19794, these bit values shall

7.5.3.6 Delta information type

The delta inf
coordinate of|
indicate that

not be preser

ormation type shall be recordéd”in the two most significant bits of the two bytes of
the delta position. The bits.“01will indicate that the delta has angular information while “0
no angular information is relevant for the delta type. If this field is “00”, then the angle fields
t for this delta.

7.5.3.7 Delta position

For a delta th
ridges begin
apart as they

The x coordi

ere are three'points of divergences each placed between the two ridges at the location whe
to diverge;‘that is, where the ridges that have been parallel or nearly parallel begin to §
approachrthe delta. The position of the delta is defined by the spatial mean of these three g

hate/of the delta shall be recorded in the least significant fourteen bits of the first two

B this
wvards
to the

gle is
non-
es. If

Valid
37 for
be set

the x
D" will
shall

re the
pread
oints.

bytes

(fourteen bits

. Ihe y coordinate shall be placed In the least signiticant tourteen DITS OT the Tollowing Ttwo

ytes.

The most significant two bits of these two bytes shall be reserved by ISO/IEC JTC1 SC37 for future revision of
this specification. For version 1.0 of this part of ISO/IEC 19794, these bit values shall be set to 0. The
coordinates shall be expressed in pixels at the resolution indicated in the general header.

7.5.3.8 Delta angles

For all observable divergences the angle is defined by the direction of the tangent before the pair of ridges
begins to diverge. The angle shall point from divergent towards parallel lines; that is, the angles shall point
outwards from the delta.

The three angle attributes of the delta shall each be recorded in one byte in units of 1,40625 (360/256)
degrees. The delta angle is measured increasing counter-clockwise starting from the horizontal axis to the
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right. The value shall be a non-negative value between 0 and 255, inclusive. For example, an angle value of
16 represents 22,5 degrees. If the delta information type is zero (see Clause 7.5.3.6), then this field shall not
be present. If not all three angles can be extracted from the image because of noise or image cropping, the

angle

fields affected shall be filled by repeating any of the other angle(s) for the same delta.

7.5.3.9 Core and delta format summary

The core format shall be as follows:

The Z
vertic
by the

onal quality data shall be represented as follows. The first three bytes shall contain the H
bl cell sizes in pixels and the bit-depth of the cell quality information. These size bytes shg
quality indications for each cell. All cells are the same size, with the exception of the fina

7.5.3.1 7532 7533 7533 7534 753.2,7533&
7534
Re
| Regerved | #cores |  Type | xcoordinate | reserved | ycoordinate |  angle . |
41bits 4 bits 2 bits 14 bits 2 bits 14 bits 1 byte 5 bytes
- J J N J J
Y Y ' Y Y
1 byte 2 bytes 2 bytes only present if | zero or more
core info type  fdditional cores
not zero
The delta format shall be as follows:
7535 75.3.6 75.3.7 75.3.7 7538 75.3.6,753.7
&7538
Regerved #ofdeltas  Deltainfotype  Xlocation Reserved Y location DeltaAngles | ... ... ..
Rederved | #deltas |  Type | xcoordinate | “lreserved | ycoordinate langtlang2langd| ... | ... | ... |
4|bits 4 bits 2 bits 14 bits 2 bits 14 bits 3 bytes 7 bytes
- o NG / \ J |\ J
N N N Y Y
1 byte 2 bytes 2 bytes only present if | zero or more
delta info type [additional deltas
not zero
7.5.4| Zonal quality data
If the|extended data area-type code is 0003 wex, the extended data area contains zonal qualjty data. This
formgt is provided to contain optional information about the quality of the fingerprint image within|each cell in a
grid defined on the original fingerprint image. Within each cell, the quality may depend on the presence and
clarity of ridges, spatial distortions and other characteristics.

orizontal, the
Il be followed
cells in each

row a

Td-meachcotumm T hefimatcettimeach Towand-imeachtotumm may betesstham thestat

the cell width and height are not factors of the image width and height, respectively.

7.5.4.

1 Cell width and height

ed cell size, if

The number of pixels in cells in the x-direction (horizontal) shall be stored in one byte. Permissible values are
1 to 255. The number of pixels in cells in the y-direction (vertical) shall be stored in one byte. Permissible
values are 1 to 255.

7.5.4.

2 Cell quality information depth

The bit-depth of the cell quality information shall be contained in one byte. This value will indicate the number
of bits per cell used to indicate the quality.
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7.5.4.3 Cell quality data

The quality of the fingerprint image in each cell shall be represented by one or more bits, as indicated in
7.5.4.2. Quality data for cells shall be stored in usual “raster” order — left to right, then top to bottom. If the
finger image within this cell is of good clarity and significant ridge data is present, the cell quality shall be
represented by higher values (by the bit value ‘1’ if the information depth is 1). If the cell does not contain
significant ridge data, or the ridge pattern within the cell is blurred, broken or otherwise of poor quality, the cell
quality shall be represented by lower values (the bit value ‘0’ if the information depth is 1).

The cell quality shall be packed into bytes. The final byte in the cell quality data may be packed with bit values
of zero (‘0’) for the least significant bits as required to complete the last byte.

7.5.4.4 ZmLaI quality data format summary

The zonal quality data format shall be as follows:

/.5.4.1 7541 7542 7543
Cell Width Cell Height  Information Depth Cell Quality Data
| xlcellsize | ycellsize | depth | Cell quality bits | 00..0 |
1 byte 1 byte 1 byte data bits padding bits

7.5.5 Sweal pore position data

The position,|size and shape of sweat pores are unique characteristic features that can enhance pattenn and
minutiae basgd verification. A fingerprint image with clearly visible\pores is depicted in Figure 7. A finggrprint
image may cpntain as many as 2700 sweat pores. Their size.shape and location can be used as features for
fingerprint comparison. In this part of ISO/IEC 19794 only the 'sweat pore position along the skeleton [ine is
encoded. [7]

Figure 7 — Fingerprint fragment with sweat pores (image from [6])

The encoding of the sweat pore positions starts with a 3 byte header containing the resolution (2 bytes) and
the bit-depth of each description element. Then for each skeleton line in 7.4.2 a series of sweat pore distance
description elements follows.
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7.5.5.1 Sweat pore position resolution

The resolution of the sweat pore position description is stored in 2 bytes. The minimum recommended value is
200 ppcm.

7.5.5.2 Sweat pore distance information depth

The bit-depth of the sweat pore distance elements is stored in one byte. The valid range is 2 to 8 bits,
minimum recommended is 4.

7.5.5.3 Sweat pore position description

For epch skeleton line in 7.4.2 the sweat pore distance description starts with the value 00...(. A series of
sweal pore distance elements describe the position of the sweat pores along the skeleton\line. Values 00...1
to 11)..0 give the successive distance between sweat pores. The value 11...1 indicates that there is no sweat
pore JE to the distance 11...0. Thus each element of bit-depth in 7.5.5.2 has a valid:distance rahge from 1 to
(2bItOIe ""_2) at the resolution in 7.5.5.1. The final byte in the sweat pore position data shall be packed with bit
values of zero (‘0’) for the least significant bits as required to complete the last byte.

7.5.54 Sweat pore position format summary

The sweat pore position data format shall be as follows:

7551 7552 7553
Position resolution Information depth Sweat pore position description
[Resolution [opcm]| ~ Depth | Distance elements | 00...0 |
2 bytes 1 byte data bits padding bits

7.5.6 | Finger pattern skeleton structural data

For spme comparison algorithms it may-be useful to follow all ridge lines ending at a real minputia. With the
skelefon description to get the ridge néar the ending minutiae the whole line has to be reconstrycted. To find
all ridges starting from a bifurcation\the situation is even worse, an extensive search has to be dgne to find the
line passing the bifurcation.

To refonstruct a ridge linevin reversed order one needs the direction of the last direction element, the step
length of the last step and,the resolution level (6.2.1).

To knjow the line passing a bifurcation, the line number is needed. To reconstruct this line starting at the
bifurcption the exact position of the minutia on this line, the direction of the corresponding element and the
resolytion level (6.2.1) have to be provided.

The skeleton structural data starts with the bit-depth necessary to store the line index. This bit-depth is stored
in ong byté and has the range from 4 to 16. The structural information following has the same order as the real
minutiae in the skeleton data and it is stored in a data packed compacted bit form with no record separators or
field tags.

For real minutiae at the end of a skeleton line the following data is stored:

— Type of the structural data element, here 0 for line end information. This value is stored with a bit-depth of
1.

— Direction of the last polygon line element (o, in Figure 2) with the same angular resolution as the direction
elements in direction code (N,/n) and a bit-depth necessary to store 2N,—1.
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Relative position of the minutia on line element min(S,—1, floor(S,//S,)), where [ is the distance between the
start of the last line element and the minutia and S, the step length of the last line element, see Figure 2.
This value is stored with a bit-depth necessary to store S—1.

Resolution level with the values 0 for normal 1 for high resolution. This value isstored with a bit-depth of 1.

For each bifurcation store:

Type of the structural data element, here 1 for information about a bifurcation. This value is stored with a

bit-depth of 1.

Line num

Line elerphent number, starting with index origin 0. The bit-depth for this value is defined in the'first b

the skeldton structural data.

resolutio

Relative
the start

line element, see Figure 2. This value is stored with a bit-depth necessary o store S—1.

1.

Where S, is the step length for going straight and N, is the number of directions on © or 180° (6.2.4)
defined in thg general header.

A minutia of

structural dafa. For a minutia of type ‘ridge endingiiencoded at the end of the skeleton line the lin

information is
line the bifurg

Direction

Resolutign level with the values 0 for normal 1 for high resolution. dFhis value is stored with a bit-de

of the polygon line element passing the bifurcation (o, in Figure 2) withothe same a

position of the bifurcation on line element min(S,—1, floor(S,//S,)), where’/ is the distance be
of the last line element passing the bifurcation and the minutia and.S, the step length of th

type ‘ridge ending’ encoded at the beginning of a skeleton line has no entry in the sk

stored (type 0). For a minutia of typé”’fridge bifurcation’ encoded at the beginning of a sk

N as the direction elements in direction code (N,/r) and a bit-depth necessary‘to store 2N,~1.

yte of

hgular

ween
e last

pth of

both

bleton
e end
bleton

ation information (type 1) is stored. For a minutia of type ‘ridge bifurcation’ encoded at the ¢nd of

a skeleton ling, first store the line end information (type 0) followed by the bifurcation information (type 1)
7.5.6.1 Finger pattern skeleton stractural data format summary
The finger pattern skeleton structural data format shall be as follows:
Index depth Type line end Direction Realtive position  Resolution level
depth Ny, 0 direction position level
1 byte 1 bit N, bits N, bits 1 bit
For each real minutiae at the end of a skeleton line
Type bifurcation Line number Element number Direction Relative position  Resolution level
1 number Number direction position level
1 bit 8 bits Ny, bits N, bits N, bits 1 bit
For each bifurcation
00...0
padding bits
Where

— N, is the bit-depth necessary to store 2N,—1, e.g. with N,=32 gives N, = 6 bit.

28
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N, is the bit-depth necessary to store S,—1, e.g. with S; = 16 gives N, = 4 bit.

Ny, is the bit-depth necessary to store the line index. This number is given with the first byte of the

structural data.

Finger pattern skeletal data card format

This part of ISO/IEC 19794 defines two card related encoding formats for finger pattern skeletal data, the
normal size format and the compact size format. Such a format may be used e.g. as part of a Biometric
Information Template as specified in ISO/IEC 7816-11 with incorporated CBEFF data objects, if off-card

compprison 1s applied, or In the command data field of a VERIFY command, T comparison-on-
appligd (see ISO/IEC 7816-4 and -11).

The two card formats represent two sets of fixed parameters (see 8.1 and 8.2). Thesg fixed V|
included in the card format.

NOTE]|1 For the record format these parameters are set in the representation header((¥.3).

The flnger pattern skeletal data card format consists of the finger pattern_skeletal data block
Clause 8.3 and optionally additional features (see Clause 8.5).

NOTE|2 The term “card” is used for smartcards as well as for other kind-6f tokens.

8.1

For tHe normal size format most of the header entries fer the record format get fixed to the followi
Resolution of direction code start and stop point 200 ppcm
Bit-depth of direction code start and stop point in x 11
Bit-depth of direction code start and stop pointin y 11
Bit-depth of direction code startand stop direction 8
Bit-depth of direction in direction code 4
Step size S, of direction*code 24
Relative perpendicular step size 256 x S,/S 60
Number N, of directions on 180° 32

8.2

Normal size finger pattern skeletal format

Compact size finger pattern skeletal format

bard (CoC) is

alues are not

as defined in

ng values:

For the compact size format most of the header entries for the record format get fixed to the following values:

Resolution of direction code start and stop point 100 ppcm
Bit-depth of direction code start and stop point in x 8
Bit-depth of direction code start and stop pointin y 8
Bit-depth of direction code start and stop direction 6
Bit-depth of direction in direction code 4
Step size S, of direction code 16
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— Relative perpendicular step size 256 x S,/S;

Number N, of directions on 180°

60
32

8.3 Finger pattern skeletal data block

The finger pattern skeletal data block for a single finger has two parts: the finger pattern skeletal data and the
skeleton line neighbourhood index data. Each part is recorded together with a length descriptor as follows.

8.31

Skeleton image size in x and y

The skeleton
200 ppcm for

The skeleton
200 ppcm for|

Image size In pixels In x IS stored In 2 bytes at a resolution of 100 ppcm for the compa
the normal format.

image size in pixels in y is stored in 2 bytes at a resolution of 100 ppcm for the: compa
the normal format.

8.3.2 Length of finger pattern skeletal data

The length (i
includes any

n bytes) of the finger pattern skeletal data shall be recorded in two bytes. The length prg
badding bits necessary to complete the last byte of finger pattern-skeletal data.

8.3.3 Fing

r pattern skeletal data

The finger palttern skeletal data for a single finger shall be encoded-as defined in Clauses 6.1 and 6.2 w
definitions of| 8.1 respectively. 8.2. If no sorting of the skeleton‘lines is necessary according to 8.4

sequence is

rbitrary.

8.3.4 Length of skeleton line neighbourhood index.data

The length (i
provided incl

!

bytes) of the skeleton line neighbourhood index data shall be recorded in two bytes. The
des any padding bits necessary to.complete the last byte of finger pattern skeletal data.

8.3.5 Skeleton line neighbourhood index-data

The skeleton

8.4 Thex

If the x value
sorting will bg

If the y value
sorting will bg

or y coordinate'extension for compact card format

of the skeleton image size (8.3.1) is greater than 255, the direction code must be sorteq
performed‘according to the ascending x-coordinate of the starting position of the direction

of the skeleton image size (8.3.1) is greater than 255, the direction code must be sorted
performed according to the ascending y-coordinate of the starting position of the direction

line neighbourhood indexdata for a single finger shall be recorded as defined in Clause 6.3.

bt and

bt and

vided

th the
their

ength

. The
code.

. The
code.

Only the x or

the y-image size, not both, shall exceed the range of 255.

With a bit-depth of 8 bit and resolution of 100 ppcm images of size 2,55 cm x 2,55 cm can be described;
covering all available sensors capturing plane impression fingerprint images. For rolled impressions the
requirements will be approximately 2,5 cm x 5 cm.

The direction code is sorted by the x-position of its starting point but only the least significant byte of the x
coordinate is stored (equal to a mod(256) computation). The card can reconstruct the original sequence of
coordinate values by adding 256 to all following entries when a violation of the ascending order occurs. So
coordinates with a range of 2,55 cm X infinity can be stored in one byte.
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Example
Original sequence: 60 76 277 333 581 797 860 986 1000
Stored sequence: 60 76 21 77 69 29 92 219 231
For each violation of the ascending order add 256 on all following entries:

+ 0 0 256 256 512 768 768 768 768
Reconstructed sequence: 60 76 277 333 581 797 860 986 1000

The most significant byte of x coordinate of the stop position is reconstructed by following the direction code
and adding the displacements of each step.

The same construction principle may be applied also for the y coordinate.

8.5 [Usage of additional features for the card format

In thel card format other features beyond the finger skeletal data may be present. In this case the
biomgtric data template (tag ‘7F2E’ ) as described in ISO/IEC 7816-11 and defined*in ISO/I
mandgatory. Table 8 shows the biometric data template with its embedded data objects. If propri

usage of the
C 7816-6 is
tary data are

appended, then the biometric data in standardized format (DOs with tag ‘90’ — 93"y shall be encapsulated in
the DD with tag ‘A1’.
Table 8 — Biometric data template
| T4g Length |Value Pregence
‘TH2E’ | Variable | Biometric data template
Tag Length |Value
‘90° variable | Finger skeletaldata according to 8.1 or 8.2, | mangdatory
dependentonthe indicated format
owner/fermat type
‘91’ variable | Ridge«cont data according to 7.5.2 optignal
‘92’ variable | Corepoint data according to 7.5.3 optignal
‘93’ variable | Delta point data according to 7.5.3 optignal
‘94’ variable-{:Cell quality data according to 7.5.4 optignal
‘95’ variable”’| Sweat pore position data according 7.5.5 optignal
‘96’ variable | Skeleton structural data to 7.5.6 optignal
‘81TAT variable | Biometric data with standardized format, optignal
see note
‘82/A2 variable | Biometric data with proprietary format optignal
NQTE If the DO with tag ‘81’ is used, then the data according to 8.1 or 8.2 follow without encapsuldgtion.
8.6 |Comparison parameters and card capabilities

Biom

tric comparison algorithm parameters are used to indicate implementation specific
obsernved (by the outside world when computing and structuring the biometric verification data.
encodeddas DOs embedded in a biometric comparison parameter template as defined in ISO

T alal 4\

balues to be
They can be
/IEC 19785-1

latad 4 =t <l
(see AfeXTreateato-Smaricaras;

ravic 1).

The comparison parameters and card capabilities for the pattern skeletal format are the maximal data size
and the feature handling indicator encoded in the DO ‘Biometric algorithm parameters’ (tag ‘B1’ within the BIT,
see ISO/IEC 7816-11) (see Table 9).
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Table 9 — DO ‘Biometric algorithm parameters’

Tag | Length | Value
‘B1’ | variable | Biometric algorithm parameters template

Tag | Length | Value
‘81° 2 Maximal data size
‘83’ 1 Feature handling indicator, see Table 10
8.6.1 Maximal data size
The maximalrgata—size—for-the—skeleton—finger—deseription—aceepted-by-a—-speeific-eard—isimited—e-g—que to

buffer restrictjons and computing capabilities.

The maximal|data size accepted is therefore an implementation dependent value and shall be indicated|using
the DO ‘Maximal data size’ (tag ‘81’, value field 2 bytes). The nesting of this DO in the DO ‘Biometric algprithm
parameters’ i shown in Table 9.

If the length pf the finger pattern skeletal data record exceeds the maximum number processible by af card,
truncation is hecessary. The truncation is a 2 step process. At first, finger skeleton,lines of poor quality are
eliminated. If|still the data length is too large, then truncation shall be made by p€eling off skeleton segments
from the conyex hull of the described area.

For the indicption of the maximal data size expected by the card the DO Maximal data size as shgwn in
Table 10 shall be used.

If this DO is not present in the BIT, the maximal data size is unlimited.

8.6.2 Indication of card capabilities

If a card with| on-card comparison supports one or mere of the additional features, then the capabilitie§ shall
be indicated psing the DO ‘Feature handling indicator’ (tag ‘83’, value field 1 byte). The nesting of this QO ‘ in
the DO ‘Biomietric algorithm parameters’ is shown.in Table 9, the coding is denoted in Table 10.

Table 10 — Coding of the feature handling indicator

b8 | b7 | b6 | b5|b4| b3 |b2|b1|Meaning

1 | Ridge count supported

1 Core points supported

1 Delta points supported

1 Cell quality supported

1 Sweat pore positions supported

1 Skeleton structural data supported
X | X RFU (Default: 0)

8.7 Pattern card format summary

Table 11 is a reference for the fields present in the finger pattern skeletal data card format. Optional extended
data formats for ridge counts, core and delta data, zonal quality information and sweat pore position data are
not represented here.
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Table 11 — Pattern card format summary

Field Size Values Notes

Tag Variable Encoded in ASN.1 according Table 8
Length Variable Encoded in ASN.1

Skeleton image size in x 2 bytes in pixels

Skeleton image size in y 2 bytes in pixels

Length of finger pattern skeletal data 2 bytes in bytes

Finger pattern skeletal data In prev. field

Length of skeleton line neighbourhood | 2 bytes In bytes

index data

Skefetorrfime mefghbourhood mdex data— Tt prev. fiefd

9 (¢BEFF format owner and format types

Format owner and format type are encoded according to CBEFF. The format owner is ISO/IEC

The IBIA registered format owner id is ‘0101’ Hex (257’ Decimal).

The fprmat type denotes one of the finger pattern skeletal formats according to this part of IS
see Tible 12.
Table 12 — Format types
CBEFF BDB Short name Full object identifier
format type
identifier

17 (0011 p4ex)

finger-pattern-skeletaldata-record

{iso registration-authority cbeff(19]
organization(0) jtc1-sc37(257)
bdbs(0) finger-pattern-skeletal-dat
record(17)}

785)

A-

18 (001241ex)

finger-pattern-skeletal-data-card-normal

{iso registration-authority cbeff(19]
organization(0) jtc1-sc37(257)
bdbs(0) finger-pattern-skeletal-dat
card-normal(18)}

185)

j\Y
1

19 (0013 p1ex)

finger-pattern-skeletal-data-card-
compact

{iso registration-authority cbeff(19
organization(0) jtc1-sc37(257)
bdbs(0) finger-pattern-skeletal-dat
card-compact(19)}

785)

A-
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A.1 Overv

This part of

iew

Annex A
(normative)

Conformance test methodology

ISO/IEC 19794 specifies a biometric data interchange format for storing, recording, and

transmitting one or more Finger pattern skeletal representations. Each representation is accompaniped by

modality-spe
correctness g

The objectivd
tested to de
necessary pr
standardised
modalities ad
the ISO/IEC
by the test s
interchange

methodology

This normati
and test proc
the content o
ISO/IEC 1974

f the record.

ific metadata contained in a header record. This annex establishes tests for ‘checkirlg the

of this part of ISO/IEC 19794 cannot be completely achieved until biomeétrie products can be
termine whether they conform to those specifications. Conforming jimplementations
erequisite for achieving interoperability among implementations; therefore there is a need for a
conformance testing methodology, test assertions, and test procedures as applicable to s
dressed by each part of ISO/IEC 19794. The test assertions will'\cover as much as pract|cal of

re a

ecific

9794 requirements (covering the most critical features), so thatthe conformity results progluced

uites will reflect the real degree of conformity of the implemeéntations to ISO/IEC 19794

data

format records. This is the motivation for the development of this conformance tgesting

4.

e annex is intended to specify elements of conformance testing methodology, test asseftions,
bdures as applicable to this part of ISO/IEC 19794. For this edition of this part of ISO/IEC 19794,
f this annex will be available as a separate document (Amendment), to supplement this part of
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Annex B
(normative)

Capture device certifications

B.1 Image quality specification for AFIS systems

B.1.1 General

Thes¢ specifications apply to: (1) systems that scan and capture fingerprints? in digital, s
including hardcopy scanners such as card scanners, and live scan devices, altogether calle
scanrjers”; and (2) systems utilizing a printer to print digital fingerprint images to hardcopy call
printers.” These specifications provide criteria for ensuring the image quality” of-fingerprint

printers that input fingerprint images to, or generate fingerprint images from within, an Automat
Identification System (AFIS).

Digital softcopy images obtained from fingerprint scanners shall have-sufficient quality to allow
functipns to be performed: () conclusive fingerprint comparisons (identification or non-identificat
(2) fimgerprint classification, (3) automatic feature detection, and (4) overall AFIS search r
i rint comparison process requires a high-fidelity image, Finer detail, such as pores and in
eded because they can play an important role in the eomparison.

The f
finger
instar
subm

ingerprint examiners in AFIS environment willxdepend upon softcopy-displayed image
prints to make comparisons, but will also néed to accept and utilize hardcopy imag
ces. For example, some contributors may) print cards from live scan or card scan
ssion to an AFIS. These hardcopy prints<will be obtained from printers that include printi

bftcopy form,
d “fingerprint
d “fingerprint

Icanners and

d Fingerprint

the following
on decision),
tliability. The
ipient ridges,

5 of scanned
es in certain
systems for
ng algorithms

optim
provig
identi

zed for fingerprints. The printer’s principal function is to produce life-size prints of digital fin
ication decisions.

The i
comp
specification that allows testing of conformance with this image quality specification is available [
B.1.2|Fingerprint scanner
The fi
detail
image
anom

ngerprint scanner shall be capable of producing images that exhibit good geometric fidelit
renditiop;\gray-level uniformity, and gray-scale dynamic range, with low noise charag
s shall\be true representations of the input fingerprints without creating any signifi
alies, false detail, or cosmetic image restoration effects.

gerprints that

e sufficient print quality to suppert’ fingerprint comparisons, i.e., support identification or non-

mage quality requirements_for fingerprint scanners are covered in Clauses B.1.2 and B.1.3. The
iance test procedures far these requirements are out of scope of this Annex. An example for a test

—_

y, sharpness,
teristics. The
ant artifacts,

The stanmersfimatoutput spatiatsampting Tate i bothrsensordetector towandcotormm direct

1s shall be in

the range: (R-0,01R) to (R+0,01R) and shall be gray-level quantized to eight bits per pixel (256 gray-levels).
The magnitude of “R” is either 500 pixels per inch (ppi) or 1000 ppi; a scanner may be certified at either one or
both of these spatial sampling rate levels. The scanner’s true optical spatial sampling rate shall be greater
than or equal to R.

A scanner intended to scan standard 8,0 by 8,0 inch tenprint cards, shall be capable of capturing an area of at
least 5,0 by 8,0 inches, which captures all 14 print blocks, either each print block as a separate image or all
print blocks together as a single image. In terms of individual print blocks, Table B.1 gives the preferred
capture sizes applicable to both card scan and live scan systems, with the exception that, when scanning
fingerprint cards, the card form dimensions take precedence.

1 The term “fingerprint” in this appendix may also include palmprint, whole hand print, or a print from other parts of the human body.
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Table B.1 — Preferred capture sizes

* Live scanner

Preferred Width Preferred Height
(in) (mm) (in) (mm)
roll finger 1,6* 40,6 1,5 38,1
plain thumb 1,0 25,4 2,0 50,8
plain 4-fingers 3,2 81,3 2,0 50,8
(sequence check)
plain 4-fingers 3,2 81,3 3,0 76,2
(identification flat)
full palm 55 1307 180 2032
half palm 55 139,7 | 5,5 139,7
writer's palm 1,75 445 5,0 127,0

shall be capable of capturing at least 80% of full roll arc length, where full roll arc length is-defined

as arc length flom nail edge to nail edge.

B.1.2.1 Linearity

B.1.2.1.1
When measu
cover the sca
least square
scanner outp
B.1.2.1.2

All targets us

Requirement

ring a stepped series of uniform target reflectance patches (e(g.)'step tablet) that substa
nner’s gray range, the average value of each patch shall be within 7,65 gray-levels of a
5 regression line fitted between target reflectance patchivalues (independent variable
it gray-levels (dependent variable).

Background

bd in this image quality specification compliance Vverification are expected to be scanned w

scanner operating in a linear input/output mode. Lineatity"enables valid comparisons of test measure

with requiren
strictly speak
through the “
may be acce
operational u
requirement

inadequate tg

B.1.2.2 Geon
B.1.2.2.1
When scanni

value of the d
measured in

ents, e.g., a system’s spatial frequency, response in terms of Modulation Transfer Funct
ng, a linear systems concept. Linearity also facilitates comparisons between different scq
common ground” concept. In atypical*cases, a small amount of smooth, monotonic nonlin
5e, to force linearity on the scanner under test (e.g., some live scan devices). Linearity is
nal characteristics of fingerprint samples.

netric accuracy

Requirement(across-bar)

ng a multiple, parallel bar target, in both vertical bar and horizontal bar orientations, the ab

ifferenice’ between the actual distance across parallel target bars and the corresponding dig
the image shall not exceed the following values for at least 99,0 percent of the tested ca

each print big

ntially
inear,
and

th the
ments
on is,
nners
earity

btable for the test target scans,.iié., when it is substantially impractical and unrepresentative of

not a

or the operational or test.fingerprint scans, which allows for processing flexibility to ovefcome

solute
tance
Bes in

ckumeasurement area and in each of the two orthogonal directions.

For 5

00-ppi scanner:
D <0,0007, for 0,00 <X<0,07
D <0,01X, for 0,07 < X <1,50

for 1000-ppi scanner:

36

D <0,0005, for0,00<X<0,07

D= 0,0071X, for0,07<X<1,5
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where:
D =|Y-X|
X = actual target distance
Y = measured image distance
D, X, Y are in inches.
B.1.2.2.2 Requirement (along-bar)
When scanning a multiple, parallel bar target, in both vertical bar and horizontal bar, orig

maxin
pointsg
of the,

B.1.2

The
space
used

Acros
total i
distan
equal
distar
equal

hum difference in the horizontal or vertical direction, respectively, between the location
within a 1,5-inch segment of a given bar image shall not exceed 0,016 inches for.'at-leasf
tested cases in each print block measurement area and in each of the two orthogohal direq
2.3 Background

hrase: multiple, parallel bar target refers to a Ronchi target, which consists of an equal-

square wave pattern at 1,0 cy/mm, with high contrast ratio and fin€ edge definition. This
o verify compliance with the scanner spatial sampling rate requirement given in clause B.1

s-bar geometric accuracy is measured across the imaged Ronchi target bars that substant
mage capture area. The 500-ppi requirement corresponds-to a positional accuracy of + 1
ces between 0,07 and 1,5 inches and a constant £ 8;0007 inches (1/3 pixel) for distance
to 0,07 inches. The 1000-ppi requirement corresponds to a positional accuracy of + 0,7
ces between 0,07 and 1,5 inches and a constant\t 0,0005 inches (1/2 pixel) for distance
to 0,07 inches.

This measurement procedure is also used to verify the ppi spatial sampling rate requirement gi

B.1.2

Along
For &
direct
comp|
to en;s
too la

B.1.2
B.1.2

The {
Modu

3.
-bar geometric accuracy is measured along the length of an individual Ronchi target bar
on), determined from bar. ocations measured at multiple points along a 1,5 bar segm

bred to the maximum allowable difference requirement (analogously for vertical bar). This 1
sure that pincushion ar barrel distortion over the primary area of interest, i.e., a single fing

Fge.
3 Spatial frequency response
31 Requirements

patial frequency response shall be measured using a continuous tone sine wave targe
ation Transfer Function (MTF) measurement unless the scanner cannot obtain adequate td

ntations, the
s of any two
99,0 percent
tions.

vidth bar and
target is also
2.

ally cover the
0 percent for
5 less than or
1 percent for
5 less than or

ven in clause

in the image.

given horizontal bar, for example, the maximum difference between bar center locatiofs (in vertical

ent length, is
pquirement is
erprint, is not

t denoted as
nal response

from

nis target, In which case a bi-tonal bar target shall be used 10 measure the spatial frrequer

cy response,

denoted as Contrast Transfer Function (CTF) measurement. When measuring the sine wave MTF, it shall
meet or exceed the minimum modulation values given in Table B.2 in both the detector row and detector
column directions and over any region of the scanner’s field of view. When measuring the bar CTF, it shall
meet or exceed the minimum modulation values defined by equation 2-1 or equation 2-2 (whichever applies)
in both the detector row and detector column directions and over any region of the scanner’s field of view.
CTF values computed from equations B.1 and B.2 for nominal test frequencies are given in Table B.3.

None of the MTF or CTF modulation values measured at specification spatial frequencies shall exceed 1,05.

The output sine wave image or bar target image shall not exhibit any significant amount of aliasing.
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Table B.2 — MTF Requirement using sine wave target

Frequency Minimum Modulation for | Minimum Modulationfor Maximum Modulation
(cy/mm) 500 ppi Scanner 1000 ppi Scanner

1 0,905 0,925

2 0,797 0,856

3 0,694 0,791

4 0,598 0,732

5 0,513 0,677

6 0,437 0,626

7 0,371 0,579 .

8 0,312 0,536 at all fr;e,;qll:encies
9 0,255 0,495

10 0,200 0,458

12 0,392

14 0,336

16 0,287

18 0,246

20 0,210

—

Note: Testing pt 7 and 9 cy/mm is not a requirement if these frequency patterns are absent.from the sine wave targg

Table B.3 — CTF Requirement using bar target (nominal test frequencies)

Frequenty Minimum modulation Minimum modulation Maximum modulation
(cy/mmy) for 500 ppi scanner for 1000 ppi‘scanner

1,0 0,948 0,957

2,0 0,869 0,904

3,0 0,791 0,854

4,0 0,713 0,805

5,0 0,636 0,760

6,0 0,559 0,716

7,0 0,483 0,675 105

8,0 0,408 0,636 at all frequencies
9,0 0,333 0,598

10,0 0,259 0,563

12,0 0,497

14,0 0,437

16,0 0,382

18,0 0,332

20,0 0,284

Note: Test|ngat.or near 7 and 9 cy/mm is a requirement when using a bar target.

It is not requi ed-that the bar fnrgni‘ contain the exact frnqllnnr‘ine listed in Table B.3; however_the fnrgn does
need to cover the listed frequency range and contain bar patterns close to each of the listed frequencies. The
following equations are used to obtain the specification CTF modulation values when using bar targets that
contain frequencies not listed in Table B.3.

500-ppi scanner, for f = 1,0 to 10,0 cy/mm:
CTF = 3,04105E-04 *f2 - 7,99095E-02*f + 1,02774 (eq.B.1)
1000-ppi scanner, for f = 1,0 to 20,0 cy/mm:

CTF = —1,85487E-05* > +1,41666E-03*f 2 - 5,73701E-02* + 1,01341 (eq.B.2)
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B.1.2.3.2 Background

For MTF assessment, the single, representative sine wave modulation in each imaged sine wave frequency
pattern is determined from the sample modulation values collected from within that pattern. The sample
modulation values are computed from the maximum and minimum levels corresponding to the “peak” and
adjacent “valley” in each sine wave period. For a sine wave image, these maximum and minimum levels
represent the image gray-levels that have been locally averaged in a direction perpendicular to the sinusoidal
variation and then mapped through a calibration curve into target reflectance space. Sample image
modulation in target reflectance space is then defined as:

modulation = (maximum - minimum) / (maximum + minimum)

wave [target and the corresponding target reflectance values. [It is assumed that sine wave-targef modulations
and tgrget density patch values are supplied by the target manufacturer.] The scanner MTFE at each frequency
is thep defined as:

The rjalibration curve is the curve of best fit between the image gray-levels of the density patehps in the sine

MTF = peak image modulation / target modulation

For QTF assessment, the modulations are determined directly in image space, normalized by the image
modujation at zero frequency, instead of using a calibration curve. The scanner CTF at each frequency is then
defingd as:

CTF = peak image modulation / (zero frequency image modulation)

The bar target shall contain at least 10 parallel bars at each-of the higher spatial frequencies (~50% Nyquist to
Nyquist frequency), which helps to ensure capture of optimum scanner — target phasing and aidq investigation
of pofential aliasing. The bar target shall also containia very low frequency component, i.e., a [large square,
bar, gr series of bars whose effective frequency is €ss than 2,5 percent of the scanner’s final putput spatial
sampling rate. This low frequency component is used in normalizing the CTF; it shall have the same density
(on the target) as the higher frequency target bars.

The upper limit of 1,05 modulation is {0 discourage image processing that produces exg¢essive edge
sharpgning, which can add false detail to an image.

Aliasipg on sine wave images or(bar images may be investigated by quantitative analysis and from visual
observation of the softcopy-displayed image.

B.1.2|4 Signal-to-noise ratio
B.1.2)4.1 Requirement

The white signal:to-noise ratio and black signal-to-noise ratio shall each be greater than or equallto 125,0 in at
least P7,0 pereent of respective cases within each print block measurement area.

B.1.2.4.2 Background

The signal is defined as the difference between the average output gray-levels obtained from scans of a
uniform low reflectance and a uniform high reflectance target, measuring the average values over
independent 0,25 by 0,25 inch areas within each print block area. The noise is defined as the standard
deviation of the gray-levels in each of these quarter-inch measurement areas. Therefore, for each high
reflectance, low reflectance image pair there are two SNR values, one using the high reflectance standard
deviation and one using the low reflectance standard deviation. To obtain a true measure of the standard
deviation, the scanner is set up such that the white average gray-level is several gray-levels below the
system’s highest obtainable gray-level and the black average gray-level is several gray-levels above the
system’s lowest obtainable gray-level.
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B.1.2.5 Gray-level uniformity

B.1.2.5.1 Requirement — adjacent row, column uniformity

At least 99,0 percent of the average gray-levels between every two adjacent quarter-inch-long rows and 99,0
percent between every two adjacent quarter-inch-long columns within each imaged print block area shall not
differ by more than 1,0 gray-levels when scanning a uniform low-reflectance target and shall not differ by more

than 2,0 gray-levels when scanning a uniform high-reflectance target.

B.1.2.5.2

For at least 39,9perce

imaged print
gray-levels w|
B.1.2.5.3

For every twq
gray-levels o
reflectance te
target.

B.1.2.54

Measuremen
scanner, the
the standard
below the sy
above the sys

Requirement — pixel-to-pixel uniformity

individual pixel’s gray-level shall vary from the average by m

ore than 22,0
levels when gcanning a uniform high-reflectance target and shall not vary from the average by more'than 8,0

block area, no
hen scanning a uniform low-reflectance target.
Requirement — small area uniformity

independent 0,25 by 0,25 inch areas located within each imaged printiblock area, the aV
[ the two areas shall not differ by more than 12,0 gray-levels whemn scanning a uniform
rget and shall not differ by more than 3,0 gray-levels when scanning a uniform low-refleg

Background

s are made over multiple, independent test areas on_a-print block-by-print block basis. (For
bntire capture area is normally considered a single<rint block area). To obtain a true meas
deviation, the scanner is set up such that the white average gray-level is several gray-
stem’s highest obtainable gray-level and thé<black average gray-level is several gray-
tem’s lowest obtainable gray-level.

each
gray-

erage
high-
tance

alive
ure of
levels
evels

B.1.2.6 Fingerprint image quality

The scanner o the

following requ

shall provide high quality fingerprint images; the quality will be assessed with respect
irements.
B.1.2.6.1 Requirement — Fingerprint gray range

At least 80,0
least 200 gra

percent of the captured individual fingerprint images shall have a gray-scale dynamic rangg¢ of at
V-levels, and at least’99,0 percent shall have a dynamic range of at least 128 gray-levels.

B.1.2.6.2 Background

Card and livg scan-systems at a booking station have some control over dynamic range on a subjgct-by-
subject or cafd-by-card basis, e.g., by rolling an inked finger properly or by adjusting gain on a livescanner.
However, withscentral site or file conversion systems where a variety of card types and image qualiti¢s are
encountered In rapid SUCCESSION, automated adaptive processing may be necessary. The eighi-bits-per-pixel
quantization of the gray-scale values for very low contrast fingerprints needs to more optimally represent the
reduced gray-scale range of such fingerprints, but without significant saturation. The intent is to avoid
excessively low contrast images without adding false detail.

Dynamic range is computed in terms of number of gray-levels present that have signal content, measuring
within the fingerprint area and substantially excluding white background and card format lines, boxes, and text.

For card scanners, compliance with these dynamic range requirements shall be verified using a statistically
stratified sample set of fingerprint cards. The test fingerprint card set may include cards with difficult-to-handle
properties, e.g., tears, holes, staples, glued-on photos, or lamination, for testing card scanners that have
automatic document feeder mechanisms. For live scanners, compliance will be verified with sets of livescans
produced by the vendor.
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B.1.2.6.3 Requirement — Fingerprint artifacts and anomalies

Artifacts or anomalies detected on the fingerprint images that are due to the scanner or image processing
shall not significantly adversely impact support to the functions of conclusive fingerprint comparisons
(identification or non-identification decision), fingerprint classification, automatic feature detection, or overall
AFIS search reliability.

B.1.2.6.4 Background

The fingerprint images will be examined to determine the presence of artifacts or anomalies that are due to

the scanner or image processing; assessment may include measurements to quantify their degree of severity
and s gnifir‘:mr‘n Imngn artifacts or anomalies such as the fnllnwing non=inclusive list may. be im/nstigated'

e jifter noise effects

e slarp truncations in average gray-level between adjacent print blocks
gaps in the gray-level histograms, i.e., zero pixels in intermediate gray-levels, or clipping to lgss than 256
ppssible gray-levels
imaging detector butt joints
npise streaks

card bleed-through
gray-level saturation

B.1.2]6.5 Requirement — Fingerprint sharpness & detail rendition

The sharpness and detail rendition of the fingerprint images,\due to the scanner or image procegsing, shall be
high enough to support the fingerprint functions stated in*Clause B.1.1, paragraph 2.

B.1.2]6.6 Background

Fingerprint sharpness and detail rendition that\is*due to the scanner or image processing may b¢ investigated
by employing suitable, objective image quality metrics, as well as by visual observation of the softcopy-
displgyed image.

B.1.3|ldentification flats

Tradifional fingerprint sets contain both rolled and plain fingerprint images. The rolled impressior|s support the
search processing and identification functions and the plain impressions are used primarily for sequence
verifigation. Fingerprinting Systems designed for “Identification Flats” civilian background chegks capture a
singlg set of plain impressions. This single set of plain impressions shall support finger sequenge verification,
search processing, and identification.

Image quality (has historically been a challenge for civil background checks. Some programs require a large
numbger of.relatively low-volume capture sites, which makes training difficult. A key goal for idenftification flats
scanrners, is-to reduce the need for training so that inexperienced users consistently capture quality fingerprint
imaggs:

The identification flats scanner shall meet all of the requirements stated in Clause B.1.2 of this annex as well
as the following requirements.

B.1.3.1 Requirement — Capture protocol

The system shall provide a simple capture protocol.
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B.1.3.2 Background

A simple capture protocol supports the inexperienced user’s ability to more consistently capture high quality
fingerprints. ldentification flats collection systems will be evaluated for their ability to produce a very small rate
of failure to enroll in an operational setting. Systems with a minimum capture area of 3,2 inches (width) by 3,0
inches (height) that can capture four fingers simultaneously in an upright position will be considered in
compliance with the simple capture protocol requirement. Other capture approaches will require specific
testing and documentation.

B.1.3.3 Requirement — Verifiable finger sequence data

The method

f capnturina the finaers shall result in verv low praobability of error in the finaer numbers
L ~J ~J J Ll J ~J

B.1.3.4 Background

nting system’s capture protocol will be evaluated for its ability to capture verifiable [finger
a. Systems with a minimum capture area of 3,2 inches (width) by 3,0 inches (height) that capture

The fingerpri
sequence da
lence

four fingers S
requirements

B.2 Image
B.2.1

These specifi
digital, softcoj
is sufficient fq
one fingerprir

The fingerpri
sharpness, d
The images
anomalies, fg
generate goo|
environments

B.2.2 Req

General

imultaneously in an upright position will be considered in compliance with ‘the finger seq
Other capture approaches will require specific testing and documentation:

puality specification for personal verification

cations apply to fingerprint capture devices which scanjand capture at least a single fingerp

r the intended applications; a primary application:is to support subject authentication via o
t comparison.

rint in

py form. These specifications provide criteria for insuring that the image quality of such de¢vices

he-to-

nt capture device shall be capable of producing images which exhibit good geometric fi

d quality finger images for a very high percentage of the user population, across the full ra
| variations seen in the intehded applications.

uirements

The compliance test proceddres are out of scope of this Annex. An example for a test specificatio

allows testing

Verification o
by the Test M
show complig

of conformance-with this image quality specification is available [8].

ethodie., verification through systematic exercising of the item with sufficient instrumenta
nce with the specified quantitative criteria.

delity,

btail rendition, gray-level uniformity, and-gray-level dynamic range, with low noise characteifistics.
shall be true representations of thel\input fingerprints, without creating any significant artjfacts,
Ise detail, or cosmetic image restoration effects. The fingerprint capture device is expected to

ge of

n that

compliange of the fingerprint capture device with the requirements shall primarily be perf¢rmed

ion to

The device shall be tested to meet the requirements in its normal-operating-mode, with the following possible
exceptions:

1) If the device has a strong anti-spoofing feature, of a type whereby only live fingerprints will produce an
image, then this feature needs to be switched-off or bypassed in the target test mode of operation.

2) If the device’s normal output is not a monochrome gray scale image, e.g., it is a binary image, minutia
feature set, color image, etc., then the monochrome gray scale image needs to be accessed and output in the
test mode of operation.

3) Other normal-operating-mode features of the device similar/comparable/analogous to (1) and (2) may need
to be disengaged.
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B.4 gives some of the basic requirements for the single finger capture device.

Table B.4 — Basic requirements

B.2.2

B.2.2

A mu

Parameter Requirement

Capture Size = 12,8 mm wide by = 16,5 mm high

True Optical or Native Spatial = 500 ppi in sensor detector row and

sampling rate (Nyquist frequency) column directions

Spatial sampling rate Scale 490 ppi to 510 ppi in sensor detector
row and column directions

Image Type Capability to output monochrome image
at 8 bits per pixel, 256 gray-levels (prior
to any compression)

mm = millimeters
ppi = pixels per inch
2 greater than or equal to

1 Geometric accuracy

1.1 Requirement #1 (across-bar)

orientgtions. The absolute value of the difference between the actual distance across parallel ta

the c(
the te

D=0

D=<0

whereg:

O <X XX

B.2.2

A mu

rresponding distance measured in the image, shall net{exceed the following values, for at
sted cases in each of the two orthogonal directions:

0013, for 0,00 < X < 0,07
018X, for 0,07 < X< 1,50

= Y-X]|

= actual target distance

= measured image distance

, X, Y are in inches

1.2 Requirement #2 (along-bar)

orienfptions. The_maximum difference between the horizontal direction locations (for vertical b

direct
length

Requ
finger
chara

d

C

on locations™(for horizontal bar), of any two points separated by up to 1,5 inches along
, shall be-ess than 0,027 inches for at least 99% of the tested cases in the given direction.

Itiple, parallel bar target with a one cy/mm frequency is¢captured in vertical bar and :I\orizontal bar

get bars, and
least 99% of

Itiple, parallel,_bar target with a one cy/mm frequency is captured in vertical bar and horizontal bar

ar) or vertical
b single bar’s

retnents #1 and #2 may be verified by the Inspection Method instead of the Test M

cteristics is supplied:

evice requires extraordinary effort and resources.

The sensor is a two-dimensional staring array (area array) on a plane (not curved) surface.

apture.

© ISO/IEC 2011 — All rights reserved

flethod, if the

Hon for these

Construction of a suitable 1 cy/mm Ronchi target that will produce measurable images with the capture

There is no movement of device components, nor purposeful movement of the finger, during finger image
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— There is no device hardware component (e.g., a lens or prism) between the finger and the sensor, with
the possible exception of a membrane on the sensor surface which, if present, does not alter the
geometry of the imaged finger.

— Any signal processing applied to the captured finger image does not alter the geometry of the captured

finger image.

B.2.2.1.3 Background

The phrase: multiple, parallel bar target refers to a Ronchi target, which consists of an equal width bar and
space square-wave-pattern-a O-c\vmm—with-high-contrastratic-and-fine-edge-definition-

Across-bar geometric accuracy is measured across the imaged Ronchi target bars, which cover the total
image capturg area. The requirement corresponds to a positional accuracy of + 1,8% for distances befween
0,07 and 1,5 |nches, and a constant + 0,0013 inches (2/3 pixel) for distances less than or equaldo’0,07 inches.
These acrosg-bar measurements are also used to verify compliance with the device’'s spatial sampling rate
scale tolerange requirement given in Table B.4.

Along-bar gepmetric accuracy is measured along the length of an individual Ronchij bar in the image. [For a
given horizontal bar, for example, the maximum difference between bar center léeations (in vertical diregtion),
determined flom bar locations measured at multiple points along bar’s length,\is compared to the maximum
allowable difference requirement (analogously for vertical bar). This requirement is to ensure that pincugshion,
barrel, or other types of distortion are not too large, over the area of a singlefingerprint.

B.2.2.2 Spatial frequency response (SFR)

B.2.2.2.1 Requirements

The spatial frequency response shall normally be méasured by either using a bi-tonal, high contrast bar farget,
which results|in the device’s Contrast Transfer Function (CTF), or by using a continuous-tone sine wave ftarget,
which results|in the device’s Modulation Transfer Function (MTF). If the device cannot use a bar target dr sine
wave target, i.e., a useable/measurable image cannot be produced with one of these targets, then an|edge
target can be|used to measure the MTF2;

The CTF or MTF shall meet or exeeed the minimum modulation values defined in equation 1 (for CTF) or
equation 2 (for MTF), over the(frequency range of 1,0 to 10,0 cy/mm, in both the detector row and dgtector
column direcfions, and over any region of the total capture area. Table B.5 gives the minimum CTF and MTF
modulation values at nominal‘test frequencies. None of the CTF or MTF modulation values in the 1,0 t¢ 10,0
cy/mm range|shall exceed-1,12, and the target image shall not exhibit any significant amount of aliasing |n that
range.

Equation 1:

CTF = —5,71711E - 05 * f'+ 1,43781E - 03* - 8,94631E - 03* f*— 8,05399E - 02 *f + 1,00838

Equation 2:
MTF = —2,80874E - 04 * f** 1,06255E - 02 * f*— 1,67473E - 01*f + 1,02829

(equations valid for f = 1,0 to f = 10,0 cy/mm)

2 ifitis conclusively shown that neither a sine wave target, nor bar target, nor edge target can be used in a particular
device, other methods for SFR measurement may be considered.
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Table B.5 — CTF and MTF Requirements at nominal test frequencies

(If:)lr?:fI Eiﬁﬁ.‘; Minimum CTF Modulation | “inimum MTF Modulation
at object when using Bar Target when uEscling Sine Wave or
plane ge Target
1,0 0,920 0,871
2,0 0,822 0,734
3.0 0,720 0,614
4,0 0,620 0,510
5,0 0,526 0,421
0,0 0,440 0,345
7,0 0,362 0,280
8,0 0,293 0,225
9,0 0,232 0,177
10,0 0,174 0,135
B.2.2{2.2 Background
The 1,12 upper limit for modulation is to discourage image processing that produces ex

sharp

Aliasi
visua

ening, which can add false detail to an image and/or excessive: noise.

ng can be investigated quantitatively (e.g., Fourier analysis) and, for sine wave or bar ima|
observation of the softcopy-displayed images. It isyrecognized and accepted that some 3

aliasing-due-to-decimation is often unavoidable at the.higher frequencies, but aliasing-due-to-up

not aq

The t
devic
three

If the
respo
[MTF

It is n
CTF ¢

ceptable at any frequency within the required Nyquist limit.

rget can be fabricated of any material and*on any substrate suitable for measurement
p, working in reflective, transmissive, .on other signal transfer mode, and in either two-d
dimensions.

relation between output gray-level and input signal level is nonlinear, i.e., the device’y
hse is nonlinear, then this needs to be appropriately accounted for in the computations for
and CTF are strictly defined.only for a linear or linearized system.]

pt required that the CTF or MTF be obtained at the exact frequencies listed in Table B.5;
r MTF does need(tojcover the listed frequency range, and contain frequencies close to eag

frequéncies.

Sine
for m
suppl

Bar T

Vave Tardet- Commercially manufactured sine wave targets commonly contain a calibrat
pasurement of the device’s input/output response, and the target sine wave modulation va
ed, which are used to normalize the device output modulation values to arrive at the device

The - bartaract chall caon rof norallal hara ot Aonalh onatis]

Cessive edge

ges, from
mount of
scaling is

vith the given
imensions or

input/output
MTF or CTF.

however, the
h of the listed

bd step tablet

foain an ada~ ot a i A £r
CTioar argotoran coraiT T arn autyuatC T iAot o parantioars ot cavlopata i

lues are also
MTF.
equency, i.e.,

enough bars to help ensure capture of optimum phasing between the target and the device’s sensor, and to
aid investigation of potential aliasing. The bar target shall also contain a very low frequency component (less
than 0,3 cy/mm), such as a single large bar, with the same density as the other bars (used for normalization).

If the device has a nonlinear response then a procedure analogous to that used for sine wave processing will
have to be used to establish the effective bar image modulation values in target space.

The spatial frequency response of the bar target itself may not be known. In such a case, the device output
bar modulation values (in image space or, if nonlinear response, in target space) are normalized by the near-
zero frequency bar output modulation value, resulting in an acceptable measure of the device CTF.
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Edge Target - The computation of MTF from an imaged edge target follows the relevant ISO standard [9]. The
target edge is oriented at an angle of 5,2 degrees, alternately with respect to the sensor row and column
directions. If the device has a nonlinear response then the nonlinearity needs to be measured and taken into
account in the computations. The computed output modulation values are normalized to 1,0 at zero frequency
(by dividing by the area of the line spread function), resulting in an acceptable measure of the device MTF. If
the spatial frequency response of the target edge is known, then a further division by that response function is
performed to obtain a more exact measure of the device MTF. The edge target shall contain at least two
fiducial marks from which the image scale in the across-the-edge direction can be measured, in pixels per

inch.

B.2.2.3 Gray-level uniformity

B.2.2.3.1

At least 99% [of the average gray-levels between every two adjacent quarter-inch long rows and 99% be
every two adjacent quarter-inch long columns, within the capture area, shall not differ by morethan 1,5
levels when scanning a uniform dark gray target, and shall not differ by more than 3,0, \gray-levels
scanning a umiform light gray target.

B.2.2.3.2

For at least 9
no individual
uniform dark
gray-levels w|

B.2.2.3.3

For every twd
the two areas
not differ by n

B.2.2.3.4

The noise g
independent
and a uniforni

B.2.2.3.5
Any suitable

including a p
exposure tim

needs to cover the entire capture area.

The device is

Requirement #1 - adjacent row, column uniformity

Requirement #2 - pixel to pixel uniformity

pixel's gray-level shall vary from the average by more than=8;0 gray-levels when scant
gray target, and no individual pixel's gray-level shall varyd{rom the average by more than
nen scanning a uniform light gray target.

Requirement #3- small area uniformity

independent 0,25 by 0,25 inch areas located within the capture area, the average gray-le
shall not differ by more than 3,0 gray-levels when scanning a uniform dark gray target, ang
nore than 12,0 gray-levels when scanning>a.uniform light gray target.

Requirement #4 - Noise

vel, measured as the standard” deviation of gray-levels, shall be less than 3,5 in
D,25 by 0,25 inch area located within the capture area, when scanning a uniform dark gray
light gray target.

Background

iniform light gray farget and dark gray target may be used for measuring requirements #1

seudo-targets.[The pseudo-target concept images the blank capture area with, for exampl
e turned up«©Or down, producing a uniform light gray or dark gray image, respectively.] Each

set up such that the light average gray-level is at least 4 gray-levels below the device’s h

ween

gray-
when

D,0% of all pixels within every independent 0,25 by 0,25 inch area\located within the captur¢ area,

ing a
22,0

els of
shall

every
target

to #4,
e, the
target

ghest

obtainable gray

valovel when r\:\r\hlrlng flhgnrnrlnfc and the dark average-gray level is at least 4 gray.

evels

above the dewces lowest obtainable gray-level when capturing fingerprints. This avoids possible saturation
levels and levels that are outside the range obtained in actual fingerprint captures.

B.2.2.4 Fingerprint image quality

The fingerprint capture device shall provide fingerprint image quality which is high enough to support the
intended applications; a primary application is to support subject authentication via one-to-one fingerprint

comparison.
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The image quality will be assessed with respect to the following requirements, by applying visual and
quantitative measurements to test livescans captured on the given device. These test livescans shall consist
of:

— a set of 20 fingers, nominally acquired from 10 different subjects and 2 fingers per subject (preferably
left/right index finger) and,

— aset of 5 index finger repeat captures from the same hand of a single subject.

All of these test livescans shall be supplied for assessment in 8 bits per pixel, monochrome (grayscale),
uncompressed format (and have never been lossy-compressed).

B.2.2|4.1 Requirement #1 - Fingerprint Gray Range

At leasst 80,0 % of the captured individual fingerprint images shall have a gray-scale dynamic range of at least
150 gray-levels.

B.2.2|4.2 Background

Dynammic range is computed in terms of number of gray-levels present that,have signal conteft, measuring
within| the fingerprint area and substantially excluding non-uniform background areas.

B.2.2|4.3 Requirement #2 - Fingerprint Artifacts and Anomalies

Artifagts or anomalies detected on the fingerprint images, which are due to the device or image processing,
shall hot significantly adversely impact supporting the intended applications.

B.2.2|{4.4 Background

The fingerprint images will be examined to determine the presence of artifacts or anomalies which are due to
the de¢vice or image processing; assessment may include measurements to quantify their degrge of severity
and s|gnificance. Image artifacts or anomalies such as the following non-inclusive list may be investigated:

« jitter| noise effects

* localized offsets of fingerprint;segments
* sengor segmentation / butt joints

* noisg streaks, erratic pixel\response

« graylevel saturation

* poot reproduceability.

B.2.2|4.5 Requirement #3 - Fingerprint Sharpness & Detail Rendition

The sharpness and detail rendition of the fingerprint images, due to the device or image processing, shall be
high géneugh to support the intended applications.

B.2.2.4.6 Background:

Fingerprint sharpness and detail rendition, which is due to the device or image processing, may be
investigated by employing suitable, objective image quality metrics, as well as by visual observation of the
softcopy-displayed images.

B.3 Requirements and test procedures for optical fingerprint scanners

B.3.1 Introduction

This annex details requirements and testing procedures for high quality optical fingerprint scanners.
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B.3.2 Testing prerequisites
B.3.2.1 Requirements on the testing laboratory

All measurements have to be performed within a completely darkened optical laboratory without the influence
of external light sources. The insensitivity of the scanner to external stray light is not subject of the tests to be
performed. For some of the measurements it is necessary to extract light which is emitted by the scanner via
prisms; this strongly enhances the sensitivity of the scanner with respect to false light. An exception here is
the recording of fingerprints to test the gray scale range. For this test the normal room illumination has to be
switched on, to ensure normal environment conditions similar to the typical usage of the device. While
carrying out the measurements it has to be ensured that the optical surface of the fingerprint recording area
has to be cle

ned—For performingthe tests-on-the scanner the test lab-uses-the following test tools:

e suita

ble software for data evaluation (Clause B.3.2.3)

. dsheet software

sprez

e suita

ble test targets (Clause B.3.2.4)

The personall of the test lab has to have fundamental knowledge on the test of ,optical systems/instruments,

especially on|the test of fingerprint scanners.

B.3.2.2 Requirements on the test object

For the test df the fingerprint scanner the manufacturer has to state the-exact optical principle of the scanner,
including nedessary drawings (or pictures, tables). An image capture area of at least 16 mm x 20 fmm is

required.

The fingerpri
algorithms or
include filters
For this purp
software par
during the te
used in custo

B.3.2.3 Req

t scanner to be tested has to be fully functional. Adaptive or dynamic adjustment, calib
spoof detection mechanisms inside the scanfer or the scanner software (on the PC), whic

bse the manufacturer may have to provide an adapted software for the scanner in which
s/algorithms are deactivated. The.software has to operate with constant parameter se
5t. Only for testing the gray scal€ range of fingerprint images dynamic algorithms which
mer applications are allowed.

irements on the evaluation software

ration
N may

compensation, optimization, dynamic contrast adjustment, have to be disabled during th¢ test.

such
ttings
vill be

The software| to evaluate the fingerprint digital image data has to compute image quality based on th¢ two-

dimensional

the square of{the magnitude.of the image’s Fourier transform, contains information on the sharpness, co
and detail repdition of thevimage. These are components of visual image quality. Within the softwar|
power spectrim is narmalized by image contrast, average gray level (brightness), and image size; a
response fungtion filter is applied, and the pixels per inch (ppi) spatial sampling rate scale of the fing
image is takgn info_account. The fundamental output is a single-number image quality value which is {
of the filtereql,\scaled, weighted power spectrum values. The power spectrum normalizations allo

patial frequency power spectrum of the fingerprint digital image. The power spectrum, wh

ich is
ntrast,
B, the

1

visual
rprint

sum
valid

comparisons between disparate fingerprint images. The software has to work as described in the following list:

48

The software shall have the digital fingerprint image as input.
It shall define a square window width of about 60% of fingerprint image width.
It shall locate the left / right and bottom / top edges of the fingerprint.

It shall define a set of overlapping windows covering the entire fingerprint area.

It shall compute the 2-D power spectrum of each window and |FFT|2.

It shall exclude very dense and very low structure areas within the fingerprint from further evaluation.
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It shall be normalized by total energy and window size.

It shall apply a Human Visual System (HVS) filter (inclusion of such a filter makes the final quality

values more closely correspond to human observer assessments of relative quality).

It shall use an initial image quality value per window, i.e. the 2-D normalized, filtered power spectrum
values at non-zero frequencies are summed, resulting in a single quality number for the given sub

image.

It shall identify the window with the highest image quality.

It shall convert the image quality to the dc normalized image quality, that means it has to scale the fingerprint

image

B.3.2

B.3.2

to them range [0,100], where 0 is the worst quality, 100 is the best quality.

The image quality overestimates dark areas within the fingerprint images and underes
areas. This effect shall be compensated by multiplying the image quality value)with the
average gray values.

It shall check for special cases (very high contrast or very light, structured image) a
image quality accordingly.

It shall scale by ppi and normalize the image quality to the range\[0/100].

4 Demands on the test targets

4.1
internal reflection in the bright field

Test fargets have to be used, which are closely related to the functional principle of the finger

Durin
The t
as sp
the s
target
For th
and
surfaq

imates bright
square of the

nd adjust the

Test targets for optical fingerprint scanner working on the principle of frustrated total

print scanner.

j the tests with these targets no intervention in“the optical beam path of the scanner shall

. To avoid these parasite reflections,\a prism has to be placed on top of the target, to coupl
is purpose, an immersion liquid,has to be inserted between scanner and target and also b
rism; the refractive index of-this’ liquid has to be close to those of optical glasses (opt
e of the scanner, target,-prism). This liquid layer has to contain neither dust nor air

reconimended to use an immetsion liquid with a reflective index of n~1,5.

B.3.2

4.2
internal-reflection in the dark field

Test fargets have to be used, which are closely related to the functional principle of the finger

Durin

The targets<have to be placed directly on the optical recording surface of the scanner. For the of
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ensscanner and target an immersion liquid has to be inserted; the refractive index of this lig

e performed.

brgets have to be placed directly on the optical recording surface of the scanner. The targets are made
bcular reflecting, structured or unstructured-mirrors. Light emerging from the optical record|ng surface of
anner will not only be reflected from the front surface of the target, but also from the ba¢k side of the
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print scanner.

j the tests'with these targets no intervention in the optical beam path of the scanner shall pe performed.

tical coupling
uid has to be
N neither dust

cal‘with those of the optical recording surface of the scanner. This liquid layer has to contai

nor ai

r bubbles. It is recommended to use an immersion liquid with a reflective index of n~1,5.

The targets are made as diffusely reflecting areas. On these substrates defined gray levels (grayscales) can
be generated by suitable exposure processes. The targets material is required to be liquid resistant. If the
targets are laminated to protect them from liquid, care has to be taken that the lamination process does not
change the optical properties of the targets.
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B.3.3 Requirements and test procedures

B.3.3.1 Investigation of the grayscale linearity

B.3.3.1.1 Requirements

When measuring a stepped series of uniform target reflectance patches (“step tablet”) that substantially
covers the scanner’s gray range, the average value of each patch shall be within 7,65 gray-levels of a linear,

least squares regression line fitted between target reflectance patch values (independent variable) and
scanner output gray-levels of 8 bit spatial sampling rate (dependent variable).

round

B.3.3.1.2

All targets uged within this test case are expected to be scanned with the scanner operatingcin™a [linear
input/output mode. Linearity enables valid comparisons of test measurements with requirementy. For
fingerprint scans, linearity produces a pristine image in a common reference base. From this base, usefs can
then apply linear/non-linear processing, as needed for specific purposes, with the benefit that‘they are glways
able to get back to the base image. However, in a typical case, linearity may be waived for test target gcans;
i.e., a small gmount of smooth, monotonic nonlinearity may be acceptable when it isisubstantially impractical
and unrepregentative of operational use to force linearity on the scanner under test, Such cases requife the
submission of documentation along with the waiver request.

It is recogniged that the fingerprint on the scanner may have less thanCideal characteristics, in terms of
average reflertance, discontinuities in average reflectance, low contrast or‘background clutter. Such proplems
may sometimes be minimized by applying nonlinear gray-level processing to the scanner captured imagg. For
, linearity is not a requirement for the operational or test fingerprint scans.

B.3.3.1.3 Used targets
B.3.3.1.3.1 Test targets for optical fingerprint scanneriworking on the principle of frustrated tota
internal refldction in the bright field

For this test ¢ase targets with a metal coated surface may be used; within these targets different reflecfivities
are realized. Chromium or aluminium may be used; chromium can be very well deposited in different densities,
but allows a maximum reflection of about 50%: Aluminium has a maximum reflectivities of about 85-92%, but
it is difficult tp depose it in different densities. As the reflectivities of the target surfaces cannot be cofrectly
predicted, thq reflectivities of all targets_ have to be measured accurately.

B.3.3.1.3.2 |[Test targets for optical fingerprint scanner working on the principle of frustrated tot3l
internal reflection in the dark field

For this test ¢ase targets’with diffusely reflecting surfaces with different blackened test fields are used.| Such
targets are ¢ommercially used for testing the modulation transfer function (MTF) of flat bed scamners.
According to fthe size€ of the recording surface the target is cut into pieces with two or more test fields. By this
way multiple fest fields can be placed simultaneously on the recording surface.

B.3.3.1.4 Test procedure

B.3.3.1.4.1 Teststep 1
A series of fields with different reflection values have to be placed one after another on the fingerprint scanner

and an image of each target has to be recorded. At least nine targets with different reflection values, which
substantially cover the dynamic range of the scanner, have to be recorded.

B.3.3.1.4.2 Test step 2

Adjacent the average gray value of each target image shall be determined with a suitable software. The
reflectivity and the resulting gray value of each target shall be determined as pair of values.
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B.3.3.1.4.3 Teststep 3

For those pairs of values a linear regression shall be performed. For each average gray value the difference to
the resulting regression line shall be determined.

B.3.3.1.5 Requirement compliance
None of the calculated differences in test step 3 is allowed to be larger than 7,65 gray values.

B.3.3.2 Investigation of the spatial sampling rate and geometrical accuracy

B.3.3]2.1 Requirements

Spatigl sampling rate: The scanner’s final output fingerprint image shall have a spatial sampling rate, in both
sensqr detector row and column directions, in the range: (R — 0,01R) to (R + 0,01R).cFheé magpitude of R is
either] 500 ppi or 1000 ppi; a scanner may be certified at either one or both of thesé spatial $ampling rate
leveld. The scanner’s true optical spatial sampling rate shall be greater than or equalto R.

Across-Bar geometric accuracy: When scanning a 1,0 cy/mm, multiple parallel*bar target, in both vertical bar
and horizontal bar orientations, the absolute value of the difference (D),/between the actual digtance across
parallel target bars (X), and the corresponding distance measured in‘thé image (Y), shall nqt exceed the
followfing values, for at least 99% of the tested cases in each print block' measurement area and |n each of the
two djrections

for 500 ppi scanners: D < 0,0007, for 0,00 < X < 0,0Zand D <0,01X, for 0,07 < X <1,50

for 1000 ppi scanners: D < 0,0005, for 0,00 < X.=0,07 and D= 0,0071X, for 0,07 < X < 1,50
wherg D = |Y-X|, X = actual target distance, Y = measured image distance (D, X, Y are in inches

Along-Bar geometric accuracy: When scanning a 1,0 cy/mm, multiple parallel bar target, in both vertical bar
and Horizontal bar orientations, the maximium difference in the horizontal or vertical direction| respectively,
betwgen the locations of any two points within a 1,5 inch segment of a given bar image, shallf be less than
0,016]inches for at least 99% of the tested cases in each print block measurement area and in egch of the two
orthogonal directions.

B.3.3|2.2 Background

A multiple parallel bartarget refers to a Ronchi target, which consists of an equal-width bar and gpace square
wave |pattern with high“contrast ratio and sharp edge definition. For a 500 ppi system, the spatial sampling
rate shall be between 495,0 and 505,0 ppi; for a 1000 ppi system, the spatial sampling rate shall be between
990,0| and 1046,;0 ppi. The scanner’s true optical spatial sampling rate may be greater than| the required
spatigl sampling rate, in which case rescaling down to the required spatial sampling rate is perfdrmed for final
output. However, the scanner’s true optical spatial sampling rate cannot be less than the required spatial
samp|ing rate; | e. “up scaling from less than the requwed ppi spatlal samplmg rate to the requined ppi spatial
sampli ‘ y/mm Ronchi
target bars that substanhally cover the total image capture area. The 500ppi reqwrement corresponds to a
positional accuracy of + 1,0% for distances between 0,07 and 1,5 inches, and a constant + 0,0007 inches (1/3
pixel) for distances less than or equal to 0,07 inches. The 1000ppi requirement corresponds to a positional
accuracy of + 0,71% for distances between 0,07 and 1,5 inches, and a constant + 0,0005 inches (1/2 pixel) for
distances less than or equal to 0,07 inches.

Along-bar geometric accuracy is measured along the length of imaged, 1,0 cy/mm Ronchi target bars that
substantially cover the total image capture area. For a given horizontal bar, for example, the maximum
difference between bar centre locations (in vertical direction), determined from bar locations measured at
multiple points along a 1,5 inch bar segment length, is compared to the maximum allowable difference
requirement (analogously for vertical bar). This requirement is to ensure that pincushion or barrel distortion
over the primary area of interest; i.e., a single fingerprint is not too large.
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B.3.3.2.3 Used targets

B.3.3.2.3.1 Test targets for optical fingerprint scanner working on the principle of frustrated total
internal reflection in the bright field

The target has to cover at least 70% of the recording surface of the fingerprint scanner. The test structure is a
grating with a constant period length of 1mm. The target can consist of directly reflecting structures, such as
chromium stripes on a glass substrate. The light passing the glass substrate has to be coupled out by a prism
which has to be placed on top of the target.

Alternatively to this chromium coated glass target a plastic foil printed with black lines can be used. In this

case no prisn
The black pri
usage of this

B.3.3.2.3.2

target material is recommended for larger fingerprint scanning surfaces.

inteérnal reflection in the dark field

mwwsmm—ﬁmﬂv@rmw i e
hted areas of the foil absorb and scatter the light, thus these areas appear dark in the image. The

Test targets for optical fingerprint scanner working on the principle of frustrated total

foil.

The target hgs to cover at least 70% of the recording surface of the fingerprint scanner: The test structuge is a
grating with g constant period length of 1mm.
The target has to consist of diffuse bright reflecting material, on which dark)structures are applied. These

structures ca
used as targ
immersion lig
material is in

et material, because its optical properties can be influenced by wetting the materia
uid. Thus, plastic material coated with photo emulsion”as substrate is recommendeqd
bensitive against immersion liquid; the dark structures_can be applied similar to the photog

process on paper.

B.3.3.2.4 Tegt procedure

B.3.3.2.4.1

Test step 1

n be applied by a photographic process or by printing. Photographic or coated paper shall pot be

with
; this
aphic

The targets have to be placed with immersion liquid or similar on the recording surface of the fingérprint

scanner. Wh¢
out by a prisn
prism is not
scanner, two
horizontal dir
the fingerprin

After placing

the target are
edge of the s

B.3.3.2.4.2

En using chromium coated glass targets the light passing the glass substrate has to be cd
h which has to be place on-1op' of the target. When using black printed plastic foils as targ

times with the lines in vertical direction (each time turned by 180°) and two times with the li
bction (each time turned by 180°). By using this method, errors induced by the target and
scanner can be-detected.

he target on‘the recording surface of the fingerprint scanner one has to ensure that the stri
parallel-to‘the pixels of the scanner. To detect this, one has to look for aliasing effects
ripes while looking at the recorded images on a high quality monitor.

upled
bt this

necessary. Each target has to be placed 4 times on the recording surface of the fingegrprint

hes in
hot by

bes of
at the

Test'step 2

The pixels coordinates of the edges of the stripe field in the recorded image are determined. These data and
the picture dimensions are necessary for the evaluation by suitable software (see ‘Demand on the evaluation
software’). This software determines within the specified measurement field the distance between
neighbouring stripes, the average distance between six stripes and the coordinates of the central line of each
stripe. As a unit, pixels shall be used.

B.3.3.2.4.3 Teststep 3

Based on the results of test step 2 and the well known grating period of the test target (1 mm) the spatial
sampling rate of the scanner at different positions within the image can be determined. This spatial sampling
rate can be used to rescale the distance between the stripes from pixel to mm. Based on these values the
difference between theoretical and measured distance between the stripes can be calculated for different
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measurement areas. From the position of the stripes and their lateral bend the scanner distortion can be
measured.

B.3.3.2.5 Requirement compliance
The values listed under “Requirements” within this test case have to be completely met.

B.3.3.3 Investigation of the contrast transfer function

B.3.3.3.1 Requirements

The 1patia| frequency response shall be measured using a binary grid target (Ronchi-Grating), denoted as
contrast transfer function (CTF) measurement. When measuring the bar CTF, it shall meet qr exceed the
minimum modulation values defined by equation [EQ 1] or equation [EQ 2], in both the_detdctor row and
detecjor column directions, and over any region of the scanner's field of view. CTFcyalies computed from
equatfjons [EQ 1] and [EQ 2] for nominal test frequencies are given in Table B.6. Nong of the CTF modulation
valuep measured at specification spatial frequencies shall exceed 1,05. The output’bar target image shall not
exhib|t any significant amount of aliasing.
Table B.6 — Minimum and maximum modulation
Frequency Minimum Modulation Minimum Modulation Maximum
[cy/mm] for 500 ppi scanners for 1000 ppi-scanners Modulation

1,0 0,948 0,957 1,05

2,0 0,869 0,904 1,05

3,0 0,791 0,854 1,05

4,0 0,713 0,805 1,05

50 0,636 0,760 1,05

6,0 0,559 0,716 1,05

7,0 0,483 0,675 1,05

8,0 0,408 0,636 1,05

9,0 0,333 0,598 1,05

10,0 0,259 0,563 1,05

12,0 0,497 1,05

14,0 0,437 1,05

16,0 0,382 1,05

18,0 0,332 1,05

20,0 0,284 1,05

It is not required that the bar target contain the exact frequencies listed in the previous table, however, the
target does need to cover the listed frequency range and contain bar patterns close to each of the listed
frequencies. The following equations are used to obtain the minimum acceptable CTF modulation values
when using bar targets that contain frequencies not listed in the previous table.

e 500 ppi scanner, for f =1,0 to 10,0 cy/mm: CTF = 3,04105E-04 * 2 — 7,99095E-02 * f + 1,02774
[EQ 1]

e 1000 ppi scanner, for f = 1,0 to 20,0 cy/mm: CTF = - 1,85487E-05*f +1,41666E-03*f* — 5,73701E-02*
f+1,01341 [EQ2]
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For a given bar target, the specification frequencies include all of the bar frequencies which that target has in
the range 1 to 10 cy/mm (500 ppi scanner) or 1 to 20 cy/mm (1000 ppi scanner).

B.3.3.3.2 Background

A multiple parallel bar target refers to a Ronchi target, which consists of an equal-width bar and space square
wave pattern with high contrast ratio and sharp edge definition. These targets have to have all spatial
frequencies in the range mentioned in the requirements section. All these gratings have to be place on one
single target. Additionally, on this target there have to be large black and white structures to determine a CTF
at a frequency of about 0 cy/mm. The spatial frequency of these structures has to be smaller than 3% of the
Nyquist frequency. For all scanners these structures have to have a width of at least 1,7 mm. Each of the test

field with the freqtrenciestisted-abovehave-to-have-anadequate number-andiength-of-the-gratings-as-isted in
Table B.7:
Table B.7 — Dimensions of the target structures
SpaLEIaI Min. number Width of the Min. length of the | R/R Nyquist R/R Nyquist
Frequency of Stripes stripes stripes (at 500ppi) (at 1000ppi)
R [mjn™] [mm] [mm]
0.p 1 >1,700 2,50 3% 1,5%
1 4 0,500 2,50 10% 5%
2 5 0,250 1,25 20% 10%
3 5 0,167 0,85 30% 15%
4 5 0,125 0,63 40% 20%
5 10 0,100 0,50 50% 25%
6 10 0,083 0,42 60% 30%
7 10 0,071 0,36 70% 35%
8 10 0,063 0,32 80% 40%
9 10 0,056 0,28 90% 45%
14 10 0,050 0,25 100% 50%
11 10 0,042 0,25 - 60%
14 10 0,036 0,25 --- 70%
14 10 0,032 0,25 --- 80%
1 10 0,028 0,25 - 90%
2( 10 0,025 0,25 - 100%
B.3.3.3.3 Used targets

B.3.3.3.3.1 Test targets for optical fingerprint scanner working on the principle of frustrated total
internal reflection in the bright field

The target can consist of directly reflecting structures, such as chromium stripes on a glass substrate. The
target has to be structured as mentioned in the section above. The light passing the glass substrate has to be
coupled out by a prism which has to be placed on top of the target (see 'Demands on the test targets’).

Alternatively to this chromium coated glass target a plastic foil printed with black lines can be used as target.
In this case no prism on top of the target is required. Reflection of the light is performed on the back side of
the foil. The black printed areas of the foil absorb and scatter the light, thus these areas appear dark in the
image. The usage of this target material is recommended for larger fingerprint scanning surfaces.
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