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separate measurements of quality characteristics, e.g., at loading (Method A) and discharge (Method B), or
analyses of exchange samples may also be compared to check whether there is a statistically significant difference
between the results.

Mechanical sampling systems or manual sampling methods are tested for bias by comparing the test results for final
system or manually collected samples (Method B) with test results for reference increments collected from a
stopped conveyor belt (Method A). Analytical methods or test procedures are checked against certified reference

materials.

1) To be published.
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The standard method of taking reference increments from a stopped conveyor belt presents operational difficulties,
even if the handling system is capable of being restarted with a fully loaded belt. The main problems are losses in
production tonnage and the difficulty experienced in sequence starting the handling system. During a ship loading or
unloading operation, this can cause delays in the turnaround time of the ship.

Alternative reference methods, which are also expensive, divert the ore flow onto a transfer conveyor belt to
produce a material bed section identical to that from the main belt on which the mechanical primary sampler
(Method B) is installed. Stopped belt sampling is then carried out on the transfer belt to collect reference increments
(Method A). The transfer conveyor belt should be of sufficient length to allow establishment of a material bed
section which is not influenced by any longitudinal segregation introduced by the diversion plate. The primary
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4.1.2 Checking bias in mechanical sampling

Method A: Reference increments are taken by stopped-belt sampling.

Method B: System increments are taken from a moving stream with a mechanical sampler.

4.1.3 Checking bias between sampling at different locations

Method A: In

crements are taken from a moving stream with a mechanical sampler at a loading location.

Method B: Increments are taken from a moving stream with a mechanical sampler at a discharge location.
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Sample processing

The procedure for constituting pairs of samples and carrying out the subsequent sample processing and analysis
shall be as follows:

a) Constitute two samples (sample A and sample B), consisting of one or a number of individual increments
obtained in accordance with Method A and Method B.

b) Subject sample A and sample B to similar sample processing and analysis procedures, as specified in ISO
12743 and other relevant International Standards, to obtain sets of measurements for the characteristics of
interest

5 Analysis of experimental data

5.1 Statisfical basis

It is helpflil at this point to review the definitions of Type | and Type Il risks in{ bias testing. Con{
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A) and Xx(B) are the means for the reference set of increments (Method A) and the s
Crements (Method B);.respectively.
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ible. It is calculated using the method described in 5.3.
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Method B when none exists (Type | risk), and a small risk § = 0,10 of concluding that there is no statistical
difference when a bias 6 is present (Type Il risk). A Student's t-test (two-sided) shall then be applied at the 5 %
level of significance. If the result is significant, it is concluded that a bias exists. However, if the result is not

significant,

it is concluded that no bias as large as ¢ exists.

5.2 Determination of the mean difference and its standard deviation

Determine the standard deviation of the differences between Method A and Method B using the following procedure.
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a) Denote individual measurements for the ith sample pair using Method A and Method B as xa, and xg,
respectively.

b) Calculate the difference, d;, between xg, and xa, i.e.,

di = Xg, — Xa, ..(3)
where

i=1,2, ..  k

k = the_number of pnimd sets of measurements

C) Calclilate the mean, d, of the differences using the following equation:
k
24
d=| ji =X([B) — X(A) . (4)
d) Calcplate the sum of the squares, SS, , and the standard deviation, s;,, of the difference using the following

equgtions, where summations are over j=1,2,..., k.
_ 21 \?
sgl=3 ¢ - (> q) )

1SS

5.3 Determination of the required number of data.sets

a) Spegify the magnitude of the bias, ;{0 be detected.
b) Calcllate the bias detection limit for the combined risk of Type | and Type Il errors using the following
equdtion:

BDL = (to,os; k-1*%,10; k—1)

. (7)

o

where

boskh and t .0, are the tabulated Student's t-values for k-1 degrees of freedom corresponding to
o= 0,05 and = 0,10 given in table 1.

The bias detection limit, BDL, is the minimum bias that can be detected using the data available.
c) If BDL < 6, the number of data sets is sufficient and the statistical test in 5.4 can be applied.

d) If BDL >§, calculate the standardized difference, D, and the required number of data sets, n;, corresponding
to this value of D using equations 8 and 9 below. These equations are based on the strategy of adjusting

the number of data sets in equation 7 until BDL = g, while avoiding the rigour of adjusting the corresponding
degrees of freedom in the t-tests:
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p=2 ... (8)
Sd
(t0,05;k—1 + to,1o;k—1)2
n = o2 ... (9

Calculated values of n, for k= 20 and different values of the standardized difference D are given in table 2.

e) Collect an additional (n, — k) data sets and repeat step (b) — (d) until the number of data sets exceeds n..

Table 1 - Values of tat5 % and 10 % levels of significance (two-sided test)

Number of data sets, k by 05:k-1 by 101
20 2,093 1,729
21 2,086 1,725
22 2,080 1,721
23 2,074 1,717
24 2,069 1,714
25 2,064 1,711
26 2,060 1,708
27 2,056 1,706
28 2,052 1,703
29 2,048 1,701
30 2,045 1,699
31 2,042 1,697
41 2,021 1,684
61 2,000 1,671

121 1,980 1,658
0 1,960 1,645

Table 2 - Required number of data.sets determined from the initial 20 measurements
for given standardized differences D and o =0,05and =10,10

Standardized:difference Required number of data sets
D n,

0,35 119

0,40 91

0,45 72

0,50 58

0,55 48

0,60 41

0,65 35

0,70 30

0,75 26

0,80 23

0,85 20
NOTE — The required number of data sets in table 2 is calculated using equation 9 with £, s, = 2,093 and
fy10.10 = 1,729 (from table 1).
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5.4 Statistical test

Calculate the value of a parameter t, (which is assumed to have a t distribution with k-1 degrees of freedom) using
the following equation:

d -k ... (10)

th = ——
07

When the absolute value of £, is smaller than the value of &, given in table 1 for k data sets (k—1 degrees of

freedom), the_difference between Method A and Methad B is not larger than §, the value of the bias to be detected.
Therefore, Method B could be adopted as a routine method.

However, when the absolute value of f, is larger than the value of t, s, in table 1, there is significant bias{in Method
B and action|to eliminate this bias should be taken.
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Annex A
(informative)

Numerical examples of determining the bias of sampling

A.1 Example 1 ( 6= 0,2 % copper)

The numefical example shown in table A.1 is the result of an experiment comparing stopped-belt sampling with a
mechanical sampler carried out in accordance with 4.1. The magnitude of bias to be detected.is*(,2 % copper

(m/m).
Table A.1 - Numerical example 1 (copper concentrate)

Data Copper content (%, m/m) di= Xg - Xa, d2

set i d
XB,' XA,-

1 29,20 29,00 0420 0,040 0
2 29,75 29,67 0,08 0,006 4
3 31,00 30,74 0,26 0,067 §
4 31,62 32,16 -0,54 0,291 §
5 30,96 31,26 -0,30 0,090 0
6 30,02 29,92 0,10 0,0100
7 31,17 31,11 0,06 0,003 §
8 31,91 31,87 0,04 0,001 §
9 29,98 3042 -0,44 0,193 §
10 31,21 31713 0,08 0,006 4
11 31,26 31,30 -0,04 0,001 §
12 28,98 29,22 -0,24 0,057 §
13 28,95 29,09 -0,14 0,019 §
14 31,97 31,89 0,08 0,006 4
15 29,36 28,88 0,48 0,230 4
16 30,74 31,24 -0,50 0,250 0
17 30:74 31,14 -0,40 0,160 0
18 30,47 30,33 0,14 0,019 §
19 30,55 31,03 -0,48 0,234 4
20 30,80 30,94 -0,14 0,019 §

Sum -1,70 1,706 O

Mean 30,53 30,62 -0,085

Substituting into equations 4 and 5 gives:

- -170
d=—SN d =——=-0,085
kz 20

2
sg=y ¢ —%(Zdi)2=1,7060—%=1,561 5
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Hence, using equation 6:

= [sg _ [15615 02867
k-1 19

Using equation 7, the bias detection limit is given by:

BDL =

02867

V20

(t0’05; 19t t0'10;19) % = (2,093 + 1,729) =0,245

© 1SO

Because BDL > 6, the number of data sets is insufficient. Hence, calculate the standardized difference, D, and the

required num

ber of data sets, n,, using equations 8 and 9

9519 * t0,10;19)2 (2093 +1729)

02

F————=0,697 6
02867

2

Hence, an aq

A.2 Exampld

The numeric
a mechanicdg
(m/m).

30

D? 0,697 62

ditional 10 data sets should be collected and the significance test caried out on the 30 data
2 (0=0,15 % lead)

bl example shown in table A.2 is also the result of an expetiment comparing stopped-belt sa
| sampler carried out in accordance with 4.1. The magnitude of bias to be detected is 0

Table A.2 - Numerical example 2 (lead concentrate)

ets.

npling with
15 % lead

Data Lead content (%, m/m) 0= Xg — Xa, d2

set ’ ’
1 49,50 49,00 0,50 0,250 0
2 50,05 49,67 0,38 0,144 4
3 5210 51,74 0,36 0,129 6
4 58,32 53,16 0,16 0,02% 6
5 53,26 53,06 0,20 0,040 0
6 50,32 49,92 0,40 0,160 0
7 53,47 53,11 0,36 0,129 6
8 53,91 53,57 0,34 0,11%6
9 50,28 50,02 0,26 0,067 6
10 51,51 51,13 0,38 0,144 0
11 51,56 51,30 0,26 0,067 6
12 49,28 49,02 0,26 0,067 6
13 48,95 48,75 0,20 0,0400
14 51,97 51,59 0,38 0,144 4
15 49,36 48,88 0,48 0,230 4
16 54,04 53,75 0,29 0,084 1
17 53,04 52,80 0,24 0,057 6
18 50,77 50,42 0,35 0,1225
19 52,85 52,62 0,23 0,052 9
20 53,80 53,53 0,27 0,072 9
Sum 6,30 2,146 8

Mean 51,67 51,35 +0,315
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Substituting into equations 4 and 5 gives:

6,30
kz _—_+O315

2
ss=Y qiz—%(Zdi)Z:Z,Ms 6—%:0,1623

Hence, using equation 6:

e N [o1623 (s

k=1 V g

Using equption 7, the bias detection limit is given by:

BDL # (to05:19 * t0,10;19) % = (2,093 + 1,729)% =0079

Because BDL <¢, the number of data sets is sufficient. The statistical test can therefore be cprried out in
accordange with equation 10.

t :E\/E:o,315\/%:1524
07 sy~ 00924 ’

Using Table 1, &, 45410 = 2,09, i.e., for 20 data sets. Thus,
lto| > [to,05; 19

Therefore | there is a significant bias in Method B and action_ to eliminate this bias should be taken.
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